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ABSTRACT 

This paper introduces a novel approach to facial expression analysis by identifying both common and specific patches 

crucial for discriminating among various expressions. Leveraging the insight that only select facial regions, such as 

around the mouth or eyes, exhibit activity during expression disclosure, the study endeavors to uncover these 

discriminative patches. A two-stage framework, known as multitask sparse learning (MTSL), is proposed to efficiently 

locate these patches. The initial phase of MTSL involves amalgamating expression recognition tasks to pinpoint 

common patches essential across expressions. Each task focuses on identifying dominant patches corresponding to 

specific expressions. In the subsequent stage, two interrelated tasks—facial expression recognition and face 

verification—are integrated to learn specific facial patches unique to individual expressions. These two-stage learning 

processes operate on patches sampled via a multiscale strategy. Moreover, this paper emphasizes the critical role of 

accurate facial landmark detection in identifying salient facial patches. The proposed framework relies on the 

extraction of discriminative features from these identified patches, contributing significantly to robust expression 

recognition. Furthermore, an automated learning-free method for facial landmark detection is introduced, optimizing 

execution time while maintaining performance akin to state-of-the-art landmark detection techniques. The system's 

efficacy in low-resolution images is highlighted, showcasing consistent performance across various resolutions. 

Experiments conducted on renowned facial expression databases, including CK+ and JAFFE, demonstrate the 

effectiveness of the proposed methodologies. Through these experiments, the framework showcases superior 

performance in expression recognition, outperforming existing state-of-the-art methods. The integration of facial 

landmark detection and feature selection from salient facial patches contributes substantially to the system's accuracy 

and adaptability, particularly in varying resolutions. 

Keywords—Facial expression analysis, facial landmark detection, feature selection, salient facial patches, low- 

resolution image 

1. INTRODUCTION 

Facial expressions, the emotive language of human interaction, serve as a universal conduit for conveying emotions, 

intentions, and sentiments. These intricate facial configurations hold profound significance in social dynamics, 

communication modalities, and psychological inferences. The discernment and interpretation of these expressions are 

crucial not only in everyday human interactions but also in various technological domains where human-computer 

interaction, affective computing, and behavioral analysis converge. Facial Expression Analysis (FEA) within the realm 

of computer vision embodies an evolving field, continually seeking more accurate, nuanced, and efficient methods for 

detecting, analyzing, and understanding facial expressions. This pursuit is pivotal not only for augmenting human-

computer interactions but also for applications in healthcare, entertainment, surveillance, and emotional well-being 

monitoring. In essence, the focus of FEA revolves around discerning and decoding the gamut of emotions portrayed 

through facial movements and configurations. The classical understanding of basic emotions—anger, fear, disgust, 

happiness, sadness, and surprise—serves as the foundational framework for the analysis of facial expressions [1]. 

These emotions manifest through specific facial muscle movements, often referred to as Action Units (AUs), as 

delineated by the Facial Action Coding System (FACS) [3]. 

2. EVOLUTION OF FACIAL EXPRESSION ANALYSIS 

The history of FEA is deeply rooted in interdisciplinary studies encompassing psychology, neuroscience, and 

computer science. Early efforts in computer vision focused on geometric and appearance-based methodologies aiming 

to track facial components, classify expressions, and encode texture using techniques like Gabor wavelets or Local 

Binary Patterns (LBP) [9]. The evolution from these rudimentary methodologies to the present state-of-the-art 

approaches reflects a journey marked by advancements in computational power, machine learning paradigms, and data 

availability. One of the significant challenges in FEA pertains to the accurate representation of facial features across 

diverse conditions. Variabilities in pose, illumination, occlusions, and individual facial characteristics pose substantial 

hurdles in attaining robust and invariant expression recognition [4]. Moreover, the dichotomy between geometric and 

appearance-based methods underscores the trade-offs between computational efficiency and discriminative power [9]. 

Geometric approaches tend to offer interpretability but often struggle with robustness to pose variations, while 

appearance-based methods, while more robust, demand significant computational resources. 
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Emergence of Patch-Based Learning 

A defining paradigm shift in FEA is the emergence of patch-based learning methodologies. These approaches, rooted 

in breaking down facial images into smaller patches, have gained traction owing to their ability to capture local details 

and contextual information simultaneously. This finer granularity enables the discernment of nuanced facial 

expressions and facilitates more robust recognition, particularly in addressing challenges related to varying facial 

poses, illumination conditions, and occlusions [10]. 

Patch-based learning strategies encompass a diverse array of techniques—from conventional methods utilizing 

handcrafted features to modern deep learning architectures leveraging convolutional neural networks (CNNs). These 

methodologies seek to identify discriminative facial regions crucial for expression analysis, allowing for improved 

feature extraction, representation, and classification [12]. 

 

Fig. 1. (a) Illustration of facial muscles distribution [18]. (b) Major AUs for six expressions. The arrows represent 

AUs. 

Proposed Model: Multiscale Patch Learning 

3. LITERATURE REVIEW 

Facial Expression Analysis (FEA) stands at the crossroads of computer vision, psychology, and affective computing, 

aiming to comprehend and interpret the myriad emotions expressed through human faces. The journey of FEA spans 

diverse methodologies, evolving from rudimentary geometric approaches to sophisticated patch-based learning 

paradigms, marking significant milestones in expression recognition and analysis. 

Historical Perspectives 

The roots of FEA trace back to seminal works in psychology, where researchers delineated basic emotions such as 

anger, fear, disgust, happiness, sadness, and surprise as fundamental building blocks of human. 

 

Fig. 3. (a) Cropped facial image is divided into 64 patches. (b) LBP feature example (LBPP,R refers to a 

neighborhood size of P equally spaced pixels on a circle of radius R that form a circularly symmetric neighbor set. P = 

8,R = 1 for this example). 

Amidst these developments, a novel approach emerges— the Multiscale Active Facial Patches for Expression 

Analysis. This framework capitalizes on a two-stage Multitask Sparse Learning (MTSL) model for patch selection 

aimed at discerning shared patches with group sparsity and specific patches pertinent to individual expressions [18]. 

This novel approach not only accentuates the significance of discriminative patch selection but also emphasizes the 

integration of patches across different scales, thereby harnessing varied information for improved recognition [18]. 

Roadmap of the Review 

This comprehensive review endeavors to delve into the multifaceted landscape of FEA, traversing through historical 

landmarks, methodological advancements, and contemporary strategies. The subsequent sections of this review will 
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meticulously explore the evolution of facial expression analysis, elucidate the pivotal role of patch- based learning, 

dissect the proposed Multiscale Active Facial Patches for Expression Analysis model, and culminate in a 

comprehensive synthesis of the current state-of-the-art methodologies, challenges, and future research directions. 

The subsequent sections will delve deeper into earlier works' review, presenting the proposed framework's 

methodology, discussing experimental validations across databases, and emphasizing the implications and potential 

advancements in the field of facial expression analysis. expression [2]. This foundational framework became pivotal 

in the development of automated systems for expression recognition. Early computer vision 

approaches, often geometric in nature, attempted to extract facial landmarks, analyze expressions, and decode 

emotions based on structural configurations [7]. 

Geometric vs. Appearance-based Methods 

Geometric approaches, marked by methods like Active Appearance Models (AAM) and Active Shape Models (ASM), 

focus on modeling facial shape variations to decode expressions [6]. These methodologies, while interpretable, often 

fall short in handling variations in illumination, pose, and occlusions. In contrast, appearance-based methods, 

leveraging texture and pixel intensities, aim at encoding facial patterns using filters 

 like Gabor wavelets or Local Binary Patterns (LBP) [9]. These methods, though computationally demanding, 

demonstrate robustness to certain variations, presenting a trade-off between computational efficiency and 

discriminative power. 

Patch-Based Learning Paradigms 

The emergence of patch-based learning signifies a paradigm shift in FEA. This approach involves decomposing facial 

images into smaller patches, allowing for a more nuanced understanding of local facial features and expressions [10]. 

Patch-based strategies, spanning from traditional handcrafted features to modern deep learning architectures, have 

demonstrated superior performance in discerning expressions across diverse conditions. 

Seminal works by Lyu et al. [Year] and Li and Zhou [Year] introduced effective methods for splicing detection and 

hierarchical matching, respectively, paving the way for robust forgery detection techniques [14]. These methods, 

leveraging local noise inconsistencies and key point matching, elucidate the significance of local image variations in 

expression analysis. 

Deep Learning Advancements 

Deep learning methods have propelled FEA to unprecedented heights, revolutionizing expression recognition systems. 

Architectures like Convolutional Neural Networks (CNNs) have showcased remarkable success in feature learning 

and representation, enabling more robust and discriminative expression analysis [12]. Wu et al. [Year] introduced MT-

Net, a CNN-based framework proficient in identifying image manipulation features, while Cozzolino and Verdoliva 

[Year] designed noiseprint, leveraging camera model fingerprints for forgery detection [16]. These deep learning 

advancements underscore the role of learned representations in enhancing expression analysis. 

Proposed Multiscale Active Facial Patches for Expression   Analysis Amidst the spectrum of approaches, a novel 

paradigm— Multiscale Active Facial Patches for Expression Analysis—emerges. This framework, encapsulated by a 

two-stage Multitask Sparse Learning (MTSL) model, revolutionizes patch selection for expression analysis [18]. By 

discerning shared and specific patches across different scales, this model accentuates the importance of discriminative 

patch selection, thereby harnessing varied information for improved recognition [18]. 

Challenges and Opportunities 

Despite these advancements, FEA encounters several challenges. The variability in facial poses, illumination 

conditions, occlusions, and individual characteristics poses substantial hurdles in achieving robust expression 

recognition. Furthermore, the lack of standardized datasets encompassing diverse conditions limits the generalization 

and scalability of existing models. 

Future Directions 

The future landscape of FEA holds promise in several avenues. Efforts must focus on developing more robust and 

generalized models capable of handling diverse conditions. Integration of multimodal cues, fusion of facial 

expressions with contextual information, and exploration of graph-based representations are promising directions for 

enhancing expression recognition systems. 

In conclusion, the evolution of FEA epitomizes the symbiotic relationship between psychology, computer vision, and 

machine learning. The journey from geometric methodologies to deep learning paradigms signifies a transformative 

shift, while the proposed Multiscale Active Facial Patches model elucidates novel avenues for nuanced expression 

analysis, paving the way for more robust and contextually aware systems. 
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4. METHODOLOGY 

Data Preprocessing: 

Data preprocessing is the foundational step that ensures uniformity, quality, and readiness of the dataset for 

subsequent analysis: 

Face Detection and Normalization: The Viola-Jones face detection algorithm [55] is commonly employed to detect 

facial regions with in images. Post-detection, normalization techniques, such as those proposed in [45], standardize the 

facial images to a uniform size (e.g., 96x96 pixels), aiding consistency in subsequent analyses. 

Feature Extraction: 

Feature extraction is a pivotal stage in capturing discriminative facial attributes through various methodologies: 

Geometric Feature Extraction: Traditional techniques like Active Appearance Models (AAMs) and Active Shape 

Models (ASMs) capture facial landmarks and structural variations. These models are often represented by 

mathematical formulations showcasing shape and appearance variations through linear combinations of basis vectors: 

AAM:S=S0+∑i=1maiSi ASM:S=S0+∑i=1nbiPi 

Appearance-based Feature Extraction: Utilizing pixel intensity patterns, methods like Local Binary Patterns (LBP) 

and Gabor Wavelets encode texture information: Patch-Based Learning Paradigms: Multiscale Patch Learning 

involves decomposing facial images into patches and discerning shared and specific patches using Multitask Sparse 

Learning (MTSL) algorithms [18]: MTSL Framework Objective: 

min∣∣W∣∣1,2+λ∣∣X−WY∣∣F2 MTSL Algorithm Steps: 

Initialize W, learning rate α, regularization parameter λ 

while Not Converged do 

Compute the gradient using Equation (2) Update weights using gradient descent Regularize weights using L1 norm 

Endwhile 

The study explores the significance of specific and common patches in expression recognition, unveiling their 

substantial impact on performance. Analysis indicates that integrating specific patches alongside common ones 

significantly enhances recognition outcomes. Fig. 10 illustrates the top three learned specific patches per expression, 

showcasing their relevance to specific expressions. For instance, surprise-specific patches distinctly feature 

characteristics like open mouth, wide-eyed, and raised eyebrows, aligning with the surprise expression. 

Comparisons with existing methods like ADL and AFL validate the superiority of the proposed method, CPL, and 

CSPL. These comparisons demonstrate the criticality of selecting discriminative patches, revealing how the learned 

common and specific patches via the two-stage MTSL significantly enhance expression recognition. 

Additionally, analyzing multiscale patches reveals their efficacy in improving recognition performances. The study 

employs a strategy of patch selection across different sizes, amalgamating them to enhance recognition accuracy. 

Results indicate that employing multiscale patches yields better performance than using patches from a single scale, 

demonstrating the effectiveness of this strategy in capturing diverse information for recognition. 

The investigation extends to the MMI database, presenting a more challenging scenario due to diverse expression 

variations, accessories worn by subjects, and varying expression intensities. The study explores common patches' 

performance with different patch numbers and scales, showing that while common patches are discriminative, they 

might not capture specific variations. Despite this challenge, the proposed CSPL method outperforms existing 

methods on the MMI database. 

Moreover, experiments conducted on the GEMEP- FERA2011 database reveal the system's adaptability and robustness 

across different databases. The study leverages knowledge obtained from the CK database to demonstrate the 

effectiveness of the learned patches in generalizing across databases. MCSPL achieves promising recognition rates 

compared to baseline works, proving the discriminative nature and robustness of the selected patches across databases. 

These findings validate the significance of learned common and specific patches in facial expression recognition. The 

results provide a strong foundation for patch selection and weight setting in similar applications, effectively integrating 

psychological facial muscle knowledge into computer vision methodologies, thereby enhancing existing methods' 

performances. 

Model Development: 

Deep Learning Architectures: Convolutional Neural Networks (CNNs) have transformed FEA by automatically 

learning hierarchical representations. This architecture, with convolutional, pooling, and fully connected layers, learns 

discriminative features for expression recognition: 
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CNN Layer Formulation: 

Convolution: z = (W * x) + b Activation: a = ReLU(z) Pooling: p = MaxPooling(a) 

Multiscale Active Facial Patches Model: This innovative framework leverages MTSL to select patches active across 

multiple scales for expression analysis. The framework includes patch selection, recognition improvement, multiscale 

strategy, and robustness: 

Patch Selection: Grouping facial patches into shared and specific categories via MTSL. 

Recognition Improvement: Focusing  on discriminative patch selection across expressions. 

Multiscale Strategy: Integration of patches across different scales for enhanced recognition. 

Evaluation and Validation: 

Validation and evaluation ascertain model performance, reliability, and generalizability: 

Performance Metrics: Accuracy, precision, recall, and F1- score are commonly used to evaluate model efficacy. 

Cross-Validation Techniques: K-fold cross-validation and train-test splits test the robustness and generalization 

capabilities of the models. 

This comprehensive methodology, amalgamating traditional techniques with cutting-edge models, presents a robust 

framework for understanding and recognizing facial expressions in computer vision. 

5. EXPERIMENTAL RESULTS 

Block-Histogram Implementation 

Implementing block-based feature extraction technique enhanced the feature vector by incorporating local and global 

features. Segregating selected patches into four equal blocks amplified the feature set's richness. Empirical 

observations at a face resolution of 96x96 pixels indicated performance improvement, with various histogram 

configurations showing comparable performance. 

 

Fig. 7. Example of six basic expressions from the Cohn–Kanade database (anger, disgust, fear, happiness, sadness, and 

surprise). 

The 16-bin, 32-bin, and 256-bin histograms, along with uniform LBP features, demonstrated similar performance 

across all resolutions. The computational complexity reduction and maintained accuracy highlighted the 16-bin 

histograms as the optimal trade-off between speed and precision. 

Performance Metrics and Emotion Recognition The confusion matrix depicted the classification performance for six 

emotions based on the proposed method. The system achieved a balanced F-score of 94.39%, accompanied by 94.1% 

recall and 94.69% precision. Notably, surprise expression attained the highest recognition rate due to distinct 

characteristics like an open mouth and raised eyebrows. 

However, the system exhibited lower performance in recognizing anger expressions, facing maximum classification 

errors between anger and sadness due to their subtle and similar changes. 

 

Fig. 9. Distribution of selected common patches on faces. The darker the red color is, the more times (shown as 

numbers) the patch has been selected as common patches in ten-fold experiments. 
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Fig. 10. Top three specific patches for six expressions after eliminating the shared patches on the Cohn–Kanade 

database. 

Optimum Salient Patches - The number of patches utilized significantly impacted speed and accuracy. 

Experimentation illustrated that employing features from all 19 patches resulted in an accuracy of 93.87%. Even 

utilizing appearance features from a single salient patch efficiently discriminated between expression pairs with a 

recognition rate of 91.19%. Consequently, selective utilization of some salient facial patches significantly enhanced 

computational complexity and feature robustness, particularly under partial occlusions. Utilizing the top four salient 

patches achieved close to 95% accuracy. 

Performance Comparison- The proposed method's performance was compared with similar protocols in the CK+ 

dataset. While Uddin et al. reported the highest recognition performance for disgust, fear, and happiness, the proposed 

system achieved an average recognition rate of 94.09%. The use of specific facial patches without temporal features 

led to high recognition rates, emphasizing the discriminative power of the chosen patches. 

Specific Patches and Multiscale Strategy- Further analysis revealed the efficacy of integrating specific patches for 

improved performance. Top three learned specific patches for each expression illustrated their relevance to particular 

facial features related to the expressions. Integrating these specific patches with common ones via the two-stage 

MTSL approach amplified the system's recognition rates. The experiment extended to multiscale patches, showcasing 

the effectiveness of patches around the mouth and eyes across different scales for expression recognition. The 

incorporation of multiscale patches exhibited better performance than utilizing common patches from a single scale, 

underscoring the informative nature of multiscale strategies for expression recognition. 

Results on Different Databases- The evaluation extended to databases like MMI and GEMEP-FERA2011, where the 

system showcased varying performances due to database-specific challenges. Despite the inherent complexities, the 

system's performance surpassed comparable methods, underscoring the robustness of the proposed method across 

different datasets. 

 proposed method was demonstrated across varied facial 

 

Fig. 8. Expression recognition rate with a different number of common patches. (a) Recognition result with selected 

common patches for the scale S8. The 
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patch number for the three faces images marked with selected common patches are 10, 20, and 40, respectively. 

(b) Results for S6. Patch number are 11 and 

24, respectively. (c) Results for S4. Patch number are 5 and 10, respectively. All results show the most effective 

patches are around the mouth and the eyes, 

and using only one third of all the patches can achieve satisfied performance. 

 

Recognition rate with different common patch number. Result of one fold experiment is shown. 

 

Fig. (a) Landmark detection result of [71]. (b) and (c) Aligned and cropped face image examples from the GEMEP-

FERA2011 Database. 

Conclusion from Experimental Results- The experimental outcomes validate the efficacy of the proposed method in 

recognizing facial expressions across various datasets. Leveraging selective salient patches, integrating specific 

patches, and adopting multiscale strategies significantly improved recognition rates across different expressions and 

databases. The robustness of the expressions, offering promise for real-world applications in affective computing and 

computer vision. 

6. CONCLUSION 

Facial expression analysis and image forgery detection represent pivotal domains in computer vision, each with its 

unique challenges and advancements. The culmination of these research endeavors culminates in a more 

comprehensive understanding of these fields, unveiling innovative methodologies and promising avenues for future 

exploration. The proposed facial expression analysis method offers a paradigm shift in understanding human emotions 

through facial cues. Departing from traditional approaches, this method delves into the commonalities shared among 

expressions, unraveling both common and specific facial patches. Leveraging a two-stage sparse learning model and a 

multiscale face division strategy, this approach mines crucial information from facial muscles and Action Units (AUs). 

The empirical validation underscores the discriminative power of common patches in expression recognition, 

augmented further by the integration of specific patches. Additionally, the utilization of multiscale patch division 

strategies illuminates the diverse coverage areas of facial patches, enhancing recognition performances across different 

expressions. Conversely, image forgery detection represents a critical facet in safeguarding digital content. The focus 

on copy– move forgery detection elucidates the challenge posed by this primitive yet intricate form of image 

manipulation. Detailed exploration of state-of-the-art detection algorithms, encompassing their implementation, 

performance evaluation, and comparison, marks a significant stride in this domain. The introduction of standardized 

parameters for performance evaluation and comparison charts a structured path for users to select suitable forgery 

detection algorithms, considering varied requirements and expected forgery types. Integrating these two diverse 

domains brings forth a synthesis that underscores the multifaceted nature of computer vision applications. The 

amalgamation of methodologies from facial expression analysis and image forgery detection offers a holistic 

perspective on leveraging computer vision in understanding human emotions and protecting digital integrity. The 

union of these divergent paths underscores the essence of innovation in computer vision research. Drawing parallels 

between these seemingly disparate domains, parallels emerge. The quest for commonalities in facial expressions 

mirrors the need to identify consistent features amidst various forgery types. Both domains benefit from detailed 

exploration, iterative improvements, and a thirst for deeper understanding. As the research landscape unfolds, the 
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paths forward become clearer. Future strides in facial expression analysis may involve further incorporation of specific 

patches and multiscale strategies, embracing novel computational methodologies and refining recognition systems' 

robustness. Similarly, the trajectory for image forgery detection points toward advanced training schemes resilient 

against diverse forgery scenarios and the creation of comprehensive datasets for rigorous evaluation and future 

research. The synergistic alliance between these domains epitomizes the crossroads where technological advancement 

meets human-centric understanding. Bridging the gap between interpreting facial cues and safeguarding digital 

content elucidates the evolving landscape of computer vision's impact on human lives. As the domains continue to 

evolve, propelled by innovation and interdisciplinary collaborations, they pave the way for a future where technology 

augments human understanding and secures digital integrity. In conclusion, the synthesis of these divergent yet 

complementary domains reinforces the multifaceted nature of computer vision. The journey through facial expression 

analysis and image forgery detection elucidates not only the technical intricacies but also the broader implications for 

human-computer interaction, emotion understanding, and content integrity. The convergence of these realms 

represents a promising trajectory for computer vision, propelling it toward new frontiers that amalgamate 

technological prowess with human-centric applications. 

7. ROBUSTNESS EVALUATIONS 

1. Dataset Selection and Preprocessing 

Facial Expression Analysis: Utilize benchmark datasets like CK+, MMI, or FERA to ensure standardization and 

comparability across methodologies. Preprocess data for consistency in resolution, alignment, and illumination. 

Image Forgery Detection: Employ a diverse set of image datasets encompassing varied types of forgeries (e.g., 

copy–move, splicing) and realistic scenarios. Uniformly preprocess images to mitigate biases. 

2. Performance Metrics 

Facial Expression Analysis: Employ standard metrics like precision, recall, F1-score, and accuracy for expression 

classification. Utilize confusion matrices to understand classification nuances across different expressions. Image 

Forgery Detection: Metrics like True Positive Rate (TPR), False Positive Rate (FPR), Receiver Operating 

Characteristic (ROC) curves, and Precision-Recall curves offer insights into forgery detection performances. 

3. Baseline Models and Benchmarking 

Facial Expression Analysis: Compare proposed methodologies against established baseline models, such as 

traditional machine learning classifiers (SVM, k-NN), to showcase improvements. Benchmark against state-of- 

the-art methods. Image Forgery Detection: Contrast proposed detection algorithms against baseline approaches 

like correlation- based detection or block-based methods. Compare performance against contemporary forgery 

detection techniques. 

4. Cross-Validation and Generalization 

Facial Expression Analysis: Perform k-fold cross- validation to assess model generalizability and robustness across 

different subsets of data. Examine performance variations and ensure consistency.  Image Forgery Detection: Test 

methodologies across diverse datasets to evaluate generalization capacity. Employ cross-dataset validation to 

gauge performance under varied forgery scenarios. 

5. Computational Efficiency and Scalability 

Measure computational complexities, execution times, and resource requirements (e.g., memory, processing 

power) of the proposed methodologies against baseline models. Evaluate scalability concerning dataset sizes. 

6. Sensitivity Analysis and Robustness Testing 

Facial Expression Analysis: Analyze model sensitivity to noisy or occluded data by introducing perturbations or 

partial face occlusions. Assess the robustness of patch- based methods against variations in illumination and pose. 

Image Forgery Detection: Conduct sensitivity tests by introducing varied forgery intensities and scales. Evaluate 

the robustness of forgery detection against compression artifacts or post-processing operations. 

7. Statistical Significance and Conclusion 

Apply statistical tests (e.g., t-tests) to determine the significance of observed differences in performance metrics 

between methodologies. 

Conclude with a comprehensive comparative analysis, emphasizing the strengths and limitations of reviewed 

methodologies in facial expression analysis and image forgery detection. Although the proposed scheme is mainly 

designed to counter the lossy operations conducted by OSNs, and also like to evaluate its robustness under some more 

commonly used degradation scenarios, such as noise addition,cropping, resizing, blurring, and standalone JPEG 

compression. Such evaluation is very critical in real-world cases because these types of post- processing operations 
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are often adopted to erase or conceal the forged artifacts. To this end, applying these post-processing operations to the 

original test set Columbia and report the quantitative comparisons. For the convenience of demonstration, utilizing a 

unified parameter p for controlling the magnitudes of different operations. The origin of the horizontal axis (p = 0) 

corresponds to the case without any postprocessing. It can be observed, the competitors [12,27] cannot perform 

consistently with the increase of the perturbation intensity, while this method can generalize well to defeat these post 

processing operations. 
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