e-ISSN :

« m INTERNATIONAL JOURNAL OF PROGRESSIVE 25831062
[TPREMS RESEARCH IN ENGINEERING MANAGEMENT
AND SCIENCE (IJPREMS) Impact
. (Int Peer Reviewed Journal) Factor :
Www.ljprems.com Vol. 04, Issue 09, September 2024, pp : 1086-1089 7.001

editor@ijprems.com

A SURVEY ON FAKE NEWS DETECTION ON SOCIAL MEDIA USING
NLP AND MACHINE LEARNING
Shahnawaz Alam!, Prof Vaibhav Patel?, Prof. Anurag Shrivatava’
'MTech Scholar, CSE, Department, NIIST, Bhopal

2Assistant Professor, CSE, Department, NIIST, Bhopal
3Associate Professor, CSE Department, NIIST, Bhopal

ABSTRACT

With the rapid growth of social media, spreading fake news increasingly, fake news detection on social media
platforms through the utilization of natural language processing (NLP) techniques. With the increasing prevalence of
misinformation on social media, effective detection methods are crucial to mitigate the impact of false information.
The survey examines various NLP-based approaches, including text classification, sentiment analysis, and linguistic
feature extraction, employed for identifying fake news. Additionally, it investigates the challenges and limitations
faced in this domain, such as the dynamic nature of language and the rapid spread of misinformation. The findings
highlight the potential of NLP in detecting fake news on social media and the importance of ongoing research in
refining and advancing these techniques for more accurate and timely identification.
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1. INTRODUCTION

The proliferation of fake news on social media platforms has raised concerns about the reliability and credibility of
information disseminated through these channels. Detecting and combating fake news has become an imperative task
to safeguard public discourse and ensure the integrity of online information. This survey presents a comprehensive
analysis of the current state-of-the-art techniques and methodologies employed in the detection of fake news on social
media using natural language processing (NLP).

The survey begins by discussing the challenges posed by fake news, including its rapid spread, deceptive content and
potential impact on society. It then delves into the application of NLP techniques for fake news detection, focusing on
text classification, sentiment analysis, linguistic feature extraction, and other related approaches. NLP enables the
automatic analysis of textual content, allowing for the identification of deceptive patterns, misleading claims, and
manipulation tactics employed by fake news creators. various research studies and scholarly articles were reviewed to
assess the effectiveness and limitations of NLP-based approaches for fake news detection. The survey highlights the
use of machine learning algorithms, such as support vector machines, recurrent neural networks, and deep learning
architectures, in training classifiers to distinguish between real and fake news. It also explores the incorporation of
linguistic features, such as syntactic patterns, lexical cues, and semantic structures, to capture subtle indicators of fake
news.

Furthermore, the survey examines the role of sentiment analysis in identifying biased or sensationalized content,
which is often associated with fake news. By analyzing the sentiment expressed in textual data, sentiment analysis aids
in understanding the emotional tone and potential manipulation tactics employed within news articles or social media
posts. The survey identifies several challenges in fake news detection, including the evolving nature of language, the
presence of ambiguous or sarcastic statements, and the need for large annotated datasets for training reliable detection
models. It also discusses the limitations of NLP approaches, such as the difficulty in handling multilingual content and
the potential for adversarial attacks.

In conclusion, this survey provides a comprehensive overview of the current advancements and challenges in fake
news detection on social media using NLP techniques. It underscores the importance of continued research and
development in this field to enhance the accuracy and scalability of detection models, ultimately fostering a more
informed and trustworthy social media environment.

A. Machine Learning for Fake news Classification:

Machine learning for fake news classification involves using algorithms and statistical models to automatically detect
and classify misinformation. By analyzing patterns, linguistic features, and contextual information in textual data,
machine learning techniques can effectively distinguish between fake and genuine news articles, helping to combat the
spread of misinformation.
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B. NLP (Natural Language Processing) for fake news classification:

NLP (Natural Language Processing) for fake news classification involves utilizing computational techniques to
analyze and understand human language. By applying NLP methods like sentiment analysis, lexical analysis, and
topic modeling, it becomes possible to extract relevant information and characteristics from textual data, aiding in the
identification and classification of fake news articles.

2. BACKGROUND AND RELATED WORK

Many researchers, authors, data scientists, scholars have published many articles and papers of their results in the fake
news detection field. Here we are explaining some of the famous work that has been carried out in the recent past.

Author [11] used web crawler, data preprocessing, Jieba and NLP to train the computer. After many times to trainings,
a large amount of training data, the experimental results show that the accuracy rate of news classification is 97.43%.

This work [12] presented in this paper is also promising, because it demonstrates a relatively effective level of
machine learning classification for large fake news documents with only one extraction feature. Finally, additional
research and work to identify and build additional fake news classification grammars is ongoing and should yield a
more refined classification scheme for both fake news and direct quotes.

In this paper [13], we have explored distinguished mechanisms of NLP and designs of detection of fake news. Authors
explicitly investigated some of the previous remarkable results obtained in fake news detection along with some
brainstorming analysis of the mitigating effect of dynamic fake news proliferation. We have elaborated all the
prerequisite terminology associated with various models of machine learning found its great relevance in the discovery
of fake news.

This study [14] is to develop a reliable and accurate model that uses ML algorithms and NLP techniques to classify
given news article as false or genuine, allowing only authentic news to be presented to the public.

The proposed work [15] uses machine learning and natural language processing approaches to identify false news
specifically, false news items that come from unreliable sources. The dataset used here is ISOT dataset which contains
the Real and Fake news collected from various sources. Web scraping is used here to extract the text from news
website to collect the present news and is added into the dataset. Data pre-processing, feature extraction is applied on
the data. It is followed by dimensionality reduction and classification using models such as Rocchio classification,
Bagging classifier, Gradient Boosting classifier and Passive Aggressive classifier. To choose the best functioning
model with an accurate prediction for fake news, we compared a number of algorithms.

Dataset Used for Fake News Classification:

Researchers have used various datasets for fake news classification, depending on their specific research objectives.
Some commonly used datasets include:

Fake News Net: This dataset contains news articles from various sources labeled as either fake or real. It includes
textual content, metadata, and social context information.

LIAR: The LIAR dataset consists of fact-checking articles labeled with different levels of truthfulness. It includes
statements made by politicians and their corresponding fact-checking labels.

BuzzFeedNews: BuzzFeedNews dataset includes news articles and headlines labeled as either fake or real. It covers a
wide range of topics and sources.

Kaggle Fake News: This dataset includes news articles from different sources labeled as fake or real, contributed by
users on the Kaggle platform.

PolitiFact: PolitiFact dataset consists of fact-checks performed by the PolitiFact organization. It includes statements
made by politicians and their corresponding truthfulness labels.

FINDINGS OF THE SURVEY

The survey reveals several key findings regarding the detection of fake news on social media using natural language
processing (NLP) techniques. Effectiveness of NLP-based approaches: NLP-based methods, such as text classification
and sentiment analysis, show promise in identifying fake news. Machine learning algorithms, particularly deep
learning models, demonstrate high accuracy in distinguishing between real and fake news articles. linguistic features
for deception detection: linguistic features, including syntactic patterns, lexical cues, and semantic structures, play a
crucial role in capturing deceptive patterns within fake news. These features aid in uncovering manipulative tactics
and distinguishing them from genuine news content. Role of sentiment analysis: sentiment analysis proves valuable in
detecting biased or sensationalized content associated with fake news. Analyzing the emotional tone expressed in texts
helps identify potential manipulation tactics and provides additional context for evaluating the authenticity of news
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articles. Challenges and limitations: the dynamic nature of language and the rapidly evolving techniques employed by
fake news creators pose challenges for detection systems. ambiguous statements, sarcasm, and the need for large
annotated datasets for training classifiers are among the limitations encountered. Importance of interdisciplinary
research: combining NLP techniques with other fields, such as network analysis and fact-checking initiatives, can
enhance the effectiveness of fake news detection systems. Integrating diverse methodologies and leveraging
advancements in artificial intelligence can lead to more robust and accurate detection models.

These findings highlight the potential of nlp techniques in detecting fake news on social media while emphasizing the
ongoing challenges and the need for interdisciplinary collaboration to combat the spread of misinformation
effectively.

3. CONCLUSION

In this paper the survey demonstrates the significant potential of natural language processing (NLP) techniques in
detecting fake news on social media platforms. The findings indicate the effectiveness of NLP-based approaches such
as text classification, sentiment analysis, and linguistic feature extraction in identifying deceptive patterns. However,
challenges such as the dynamic nature of language and the need for large annotated datasets persist. Continued
interdisciplinary research and advancements in NLP, coupled with collaborations between academia, industry, and
policymakers, are essential to develop robust and scalable solutions for combating fake news on social media.
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