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ABSTRACT

Bone fractures are a significant medical challenge that requires rapid and precise diagnosis to ensure timely treatment
and recovery. Conventional X-ray-based diagnosis relies heavily on human expertise, which can be time-consuming and
susceptible to errors. This research presents an advanced deep learning-based system that harnesses Convolutional
Neural Networks (CNNss) for automated fracture detection in medical images. We trained ResNet50 models to enhance

classification accuracy by utilizing the MURA dataset. The system is structured into two primary stages: bone part
identification and subsequent fracture classification. Through the integration of data augmentation strategies and transfer
learning, the model's robustness is improved, making it an efficient tool for supporting radiologists and healthcare
professionals in delivering precise and timely diagnoses.

1. INTRODUCTION

Bone fractures are common due to accidents, falls, and sports injuries. Early and accurate identification of fractures is

crucial to ensuring proper medical intervention. Traditional fracture diagnosis depends on experienced radiologists,
which can lead to delays in high-demand situations. Advances in deep learning, particularly CNNs, have transformed
medical image processing by offering high accuracy and efficiency. This project proposes a deep learning framework
utilizing ResNet50 to automate the detection of bone fractures, reducing diagnostic delays and enhancing healthcare
efficiency.

2. OBJECTIVES

Develop an efficient deep learning model for automated bone fracture detection. Enhance accuracy and reliability
through data augmentation and pre-trained CNN architectures. Reduce human dependency in the diagnostic process by
providing an Al-assisted solution. Develop a user-friendly graphical interface for seamless integration into clinical
settings.

3. PROBLEM STATEMENT

Manual analysis of X-ray images for fracture detection is time-intensive and depends on the subjective expertise of
radiologists. This can lead to inconsistencies, particularly in high-volume scenarios. Additionally, existing deep learning
models struggle with generalization across different datasets and require extensive computational resources. Our
proposed solution addresses these limitations by employing an optimized ResNet50-based deep learning system
designed to provide rapid and highly accurate fracture detection with minimal computational overhead.

4. PROPOSED SYSTEM

The proposed system is structured into two key components:

Bone Part Detection: The first CNN model categorizes X-ray images into different bone segments (hand, elbow,
shoulder).

Fracture Classification: A specialized ResNet50 model further determines whether the detected bone part exhibits a
fracture or is normal.

Key Steps:

Dataset: The model is trained using the MURA dataset, a well-established labeled X-ray image repository.
Preprocessing: Images undergo resizing, normalization, and augmentation to improve performance and prevent
overfitting.

Model Training: Dedicated ResNet50 models are fine-tuned for classifying bone parts and detecting fractures.
Prediction: The trained system sequentially identifies the bone part and determines its fracture status.

SOFTWARE REQUIREMENTS

Platform: Jupyter Notebook, PyCharm, VS Code
Programming Language: Python 3.8+
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Frameworks & Libraries: TensorFlow, Keras, PyAutoGUI, NumPy, Pandas, Scikit-learn, Matplotlib, PyGetWindow,
Pillow, Customtkinter, Colorama.

TECHNOLOGY DESCRIPTION

Python:

Python is a general-purpose interpreted, interactive, object-oriented,  and high-level programming language.
An interpreted language, Python has a design philosophy that emphasizes code readability (notably using whitespace
indentation to delimit code blocks rather than curly brackets or keywords), and a syntax that allows programmers to
express concepts in fewer lines of code than might be used inlanguages such as C++or Java. It provides constructs that
enable clear programming on both small and large scales. Python interpreters are available for many operating systems.
CPython, the reference implementation of Python, is open- source software and has a community-based development
model, as do nearly all of its variant implementations. CPython is managed by the non-profit Python Software
Foundation. Python features a dynamic type system and automatic memory management. It supports multiple
programming paradigms, including object-

oriented, imperative, functional and procedural, and has a large and comprehensive standard

library.

PACKAGES USED : A few packages have been used in order to build this project. The packages include pandas,
NumPy, matplotlib, sklearn, etc. Which are used in the data visualization, data cleaning, data preprocessing and the over
all data analysis process. There are many libraries available within these packages which we import and utilize.

ALGORITHM

Dataset Preparation: Labeled X-ray images are collected, and preprocessing techniques like normalization and
augmentation are applied.

Model Architecture: ResNet50 is used as the primary deep learning model for classification.

Training Pipeline:

Data Splitting: The dataset is divided into  training (72%), validation (18%), and testing (10%) sets.
Data Augmentation: Techniques like flipping and rotation improve model generalization.
Optimization: Adam optimizer and cross- entropy loss function enhance classification performance.
Bone Part Classification: A CNN model classifies the input into bone part categories.

Fracture Detection: A dedicated ResNet50 model classifies the bone part as fractured or normal.

5. OUTPUT SCREENS

View Go Rur Terminal  Heip - Bone-Fracture-Deotection-master

project_folder s .path.dirname(os. path.abspat! file_))

folder path = project_folder + '/images/'

filename

e(master=self)

pack{pady=20, padx=68, fill="both", expand=True)
self.main_frame th,CTkFrame (master=self)
self.main_frame.pack(pady=20, padx=62, fill="both", expand=True)
self.head label = ctk.CTkiabel(master=self.head fram "Bone Fracture Detect

font={ctk.CTk t("Ro
self.head_label.pack(pady=28, padx=18, anchor="nw",

imgi tk,CTh s¢(Image,open(folder_path + “info.png”
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self fag latel & cti.Civiutton(masterseelf nead drame, texts™", lmagesimgs, commandsself. open lsage window,
widtheao, helght=40)

self lng label pocu(padyslss, paduelt, anchors"me”, sides'rign®)

self info_ladel = cth.Ctxilstel(mastersself.main_frame,
taxt-"Sone fracture detection system, oplosd an x-ray image for fracture detection.”,
wraplength=300, fonte={ctk.CTRfontT( " Noboto™), 1))

self lato Lavel,pack(padysio, padxsit)

self opload Bt o cth Ot ton(mestersseld maln frame, teste®Upload Inage”, commandeselt. upload image)
w i upload btnpack(padys=t, pades1)

self . frameZ = cte CThkirame(mastor-self .nain frame, fg color="tramsparent”, width=255, height-255)
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imgt = Imagr.open{folder_path o "Questlon Mark. jpg”)
img resloed < logoresize(Lint (2% / img.height * legwldih), 294]7) & new widih & helght
img « Imapetv, rhotolmage(ing resired)

self.iog ladel = cth.CThtabel(nastersself.frame2, text="", image~ing)
self dng_Lavel.pack(pady~1, padx~1d)

self.predict btn « cthcthputton(master=selfomaln frame, texte"rrelict”, comandeselt predict gol)
welf.predict bin.pack{pady0, padae1)

self, result frame = ctk.CThrrumo(mastyr=sel? maln frame, fg color="tramsparent™, widthepo0, helght-100)
self.rosult_frame pack{pady=S, padu=5)
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self. loader_label.pack(pady=3, pade=))
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selfores?_label « ctiCTelobel (mastersself, result_frame, texta"")
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selfosave bin o U CTRE oo (mastervsel foresult_framse, texts"Save Avault™, commandsselfosme reslt)

self.sove_label » cth Crntabel(mastereself result frame, texts"")

upload_imege(wlf):
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f_typos = [{"All Files™, =*,*"})

filename = filedialog.askopentilename{filetypesef types, initialdireproject folders'/test/hrist/®)
solf.save_labal.contigure{toxts"")
self.res_label.configure(texts"")
self.ress lobel.configure(texts™")
self,img Jabel.configure(self, frame?, texte
ing = loogo.open(filonaes)

ing_resized « leg.reclin((1nt(2%6 / ing.hoight * img.width), 256)) = sew width & haigst
ing = Imagelb. Motolmage(ing resized)

self leg dabel.configurn(self. frame?, lmagesing, texts"")

self.ing label.image « img

solf.save_btn.pack forget()

self vave_label.pack forget()

“

o Images"")

predict_gul(sel?):

glctal filename

bone_type_result « prodict(filename)

result o prodict(filename, bone type result)
printiresult)

if result o« "fractorwd's

self.resz ladbel.contigure(text color="nED"™, texte"Nesult: Froctured®, fomte(cti,Crhbent(“Noboto®), 24))
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1) result == “fracturce”:
self. rosd_label, configure(toxt_colors"RE0", texts"Resolt: Fractured™, font«(cth CTfont ("Notato™), 33))
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swif.ced_label.configure(text_color="GAFIN", text-"Revult: Normal®, font«(clk.CTo%Font("Aobota™), 24))
booe_type_result = predict(filensse, “Parts™)
self.resl label.configuroftexts™Typol “ ¢ Bone_Type result, fonte(ctk.cTkFont({"mabore™), 24))
print{bone type result)
solf save_btn.pack(pady+10, padw-1)
self save_labwl.pack(padyss, padus2d)

save_result{self):
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Teft, top = window.topleft

right, tottom = window.bottomright

pysutogul, screonshot (scecenshots dir)

in = Image.cpen{screenshots dir)

im « im.crop((left + 10, top « 3%, right - 10, bottom - 10))

Im.save(screenshots_dir)

self.save label.conl igure(text colors™mMITE®, texta"saved!™, fonts(ctu,(rkiont( woboto™), 18))

open lsage window(self):

Is « Tmage.open(folder_path & “rules.jpeg”)
in o imreslze{ (700, 100))

la,Ahow()

= "_wa_":
= aop()
malnloop()
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6. CONCLUSION

In Conclusion, The "Eye Care Defender Predicting Vision Health from Digital Insights" project addresses the critical
impact of prolonged digital screen exposure on vision health. By leveraging advanced data analytics and machine
learning, the system provides an innovative approach to predicting and mitigating issues like eye strain and digital eye
syndrome. Through the collection and analysis of screen time, the platform enables early detection of potential vision
problems. This solution

emphasizes the importance of proactive vision care in the digital age. By raising awareness and promoting healthier
screen usage, the project contributes to enhancing users' overall eye health. Its data-driven approach ensures precision
and scalability, making it a valuable tool for modern health management. This initiative underscores the potential of
technology in fostering preventive healthcare solutions.

@]International Journal Of Progressive Research In Engineering Management And Science Page | 52



INTERNATIONAL JOURNAL OF PROGRESSIVE e-ISSN :
[JPREMS RESEARCH IN ENGINEERING MANAGEMENT 2583-1062

AND SCIENCE (IJPREMS) Impact

www.ijprems.com (Int Peer Reviewed Journal) Factor :

editor@ijprems.com Vol. 05, Issue 02, February 2025, pp : 48-53 7.001

7. REFERENCES

[1]

[2]

[3]

[4]
[5]
(6]
(7]
(8]

(9]

Litjens, G., Kooi, T., Bejnordi, B. E., Setio, A. A., Ciompi, F., Ghafoorian, M., ... & Sanchez, C. I. (2017). A
survey on deep learning in medical image analysis. Medical Image Analysis, 42, 60-88.
https://doi.org/10.1016/j.media.2017.07.005

Rajpurkar, P., Irvin, J., Zhu, K., Yang, B., Mehta, H., Duan, T., ... & Ng, A. Y. (2018). Deep learning for chest
radiograph diagnosis: A retrospective comparison of the CheXNeXt algorithm to practicing radiologists. Nature
Medicine, 24(9), 1346-1350. https://doi.org/10.1038/s41591-018-0246-1

Esteva, A., Chou, K., Yeung, S., Naik, N., Madani, A., Mottaghi, A., ... & Dean, J. (2019). Deep learning-
enabled  medical computer  vision.  Nature  Biomedical  Engineering,  3(6), 456-464.
https://doi.org/10.1038/s41551-019-0363-9

Ghosh, S., Mitra, S., & Ghosh, A. (2020). Deep learning-based bone fracture detection: A comprehensive
review. Diagnostics, 15(3), 271. https://www.mdpi.com/2075-4418/15/3/271

Zhou, X., Li, C., & Zhang, Y. (2020). Bone fracture detection and classification using deep learning. IEEE
Xplore, 2020 International Conference on Smart Health. https://ieeexplore.ieee.org/document/9087067
Fracture Detection Using Radiographic Images. BMC Medical Imaging, 24, 1546.
bmcemedimaging.biomedcentral.com

Wei, J., Yao, J., Zhang, G., Guan, B., Zhang, Y., & Wang, S. (2022). Semi-Supervised Object Detection Based
on Single-Stage Detector for Thighbone Fracture Localization. arXiv preprint arXiv:2210.10998. arxiv.org

Ju, R.-Y., & Cai, W. (2023). Fracture Detection in Pediatric Wrist Trauma X-ray Images Using YOLOvVS8
Algorithm. arXiv preprint arXiv:2304.05071. arxiv.org

Emon, M. M., Ornob, T. R., & Rahman, M. (2022). Classifications of Skull Fractures Using CT Scan Images
via CNN with Lazy Learning Approach. arXiv preprint arXiv:2203.10786.

@]International Journal Of Progressive Research In Engineering Management And Science Page | 53



