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ABSTRACT 

Plant diseases substantially decrease crop yield and quality and are a source of significant threat to global food 

security. Conventional manual diagnosis is usually time-consuming, subjective, and expert-based and thus 

inappropriate for large-scale agriculture. Recent developments in artificial intelligence (AI) and computer vision have 

made it feasible to identify plant diseases automatically using image-based analysis. Deep learning models are used in 

this research to categorize leaf images as healthy or diseased. The PlantVillage dataset is used, and preprocessing 

involves resizing, normalization, and data augmentation to enhance model robustness. Different deep learning 

architectures like Convolutional Neural Networks (CNNs), ResNet, EfficientNet, MobileNet, and Vision Transformers 

are compared. The models have high classification accuracy between 95–98%. Results show that transfer learning and 

light-weight architectures are especially well-suited for real-time deployment, allowing for deployment on mobile and 

edge devices. This work demonstrates the promise of deep learning for precision agriculture, providing an efficient 

and scalable solution for early disease detection and enhanced crop management. 

“Future research can attempt larger, more heterogeneous data sets and deep learning hybrids for robust cross-crop 

disease detection.” 

Keywords: Deep Learning, CNN, Precision Agriculture, Computer Vision, Plant Disease Detection, Transfer 

Learning. 

1. INTRODUCTION 

Agriculture ranks among the most critical industries for food security on a global scale, but crop yields are severely 

affected by plant diseases that cause substantial loss of yield and economy. The Food and Agriculture Organization 

(FAO) estimated that up to 20–40% of world production of crops is annually lost to pests and diseases [3]. These 

losses trim farmer income and threaten the rising global demand for food. 

Traditional plant disease detection methods rely on visual inspection by farmers or plant experts. Although such 

methods are subjective and time-consuming and generally inaccurate, in rural settings where skilled pathologists are 

not easily available [2], they are also not practical for wide-scale monitoring. 

Leaf photos are especially apt for computerized diagnosis as they can be obtained readily with phone cameras, do not 

harm the plant, and offer straightforward visual signals of the signs of disease. 

Due to advancements in artificial intelligence (AI) and computer vision research, computerized approaches have now 

gained prominence. Deep learning, specifically Convolutional Neural Networks (CNNs), has excelled in image 

classification with the ability to learn discriminative features automatically from raw leaf images [1], [2]. Studies such 

as Mohanty et al. [1] and Sladojević et al. [2] demonstrated that CNN models can efficiently classify different plant 

diseases from leaf datasets even better than human experts sometimes. Further surveys [3], [4] further confirm the 

efficacy of deep learning techniques on various crops and conditions. 

Beyond this, transfer learning and lightweight models have added to efficiency, enabling real-time deployment on 

mobile and embedded systems. More recent models such as EfficientNet-based models [8] and lightweight vision 

transformers [7] show promise for constrained settings. Ensemble learning techniques [9] have also been explored to 

further enhance classification performance. 

The purpose of this paper is to deploy and compare deep learning models for plant disease diagnosis based on leaf 

image classification. This study compares CNNs, transfer learning-based models, and lightweight models in terms of 

their accuracy and practicability in actual agricultural contexts. 

2. METHODOLOGY 

The five-stage framework suggested for leaf image-based plant disease classification includes dataset acquisition, 

preprocessing, model selection, training, and evaluation. 
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Fig 1: Workflow of Plant Disease Identification using Deep Learning 

A. Dataset 

The PlantVillage dataset is the most popular benchmark dataset for the detection of plant diseases. It includes more 

than 50,000 leaf images for 38 classes of healthy and diseased plants [1], [2]. We used a subset of this dataset in our 

research to achieve class balance and prevent computational overhead. 

Table 1: Summary of Plant Village Dataset Used in This Study 

Class Type Number of Images Example Crops 

Healthy Leaves 15,000 Tomato, Potato, Maize 

Fungal Diseases 18,000 Early Blight, Leaf Spot 

Bacterial Diseases 8,000 Bacterial Spot, Wilt 

Viral Diseases 6,000 Mosaic Virus, Yellow Curl 

Total 47,000 — 

B. Preprocessing 

To enhance model performance and avoid overfitting, preprocessing methods were utilized. Images were resized to a 

constant resolution (e.g., 224×224 pixels), pixel values scaled to [0,1], and data augmentation (rotation, flipping, 

zoom, contrast modification) performed to enhance generalization [3]. 

C. Models Utilized 

We tested several deep learning models to find the most optimal model: 

 CNN (Convolutional Neural Network): Basic model for spatial feature extraction [4]. 

 ResNet-50: Residual links to address vanishing gradients [5]. 

 EfficientNet-B0: Compact and efficient model balancing parameters and accuracy [6]. 

 MobileNetV2: Efficient model for mobile/edge deployment [7]. 

 Vision Transformer (ViT): New transformer-based design utilizing attention mechanisms [8]. 

D. Training Setup 

All models were optimized with the Adam optimizer for an initial learning rate of 0.001. Training was for 50 epochs 

at a batch size of 32. Experiments were written in Python over TensorFlow/Keras on an NVIDIA GPU-accelerated 

machine [9]. 

E. Evaluation Metrics 

The models' performance was assessed with respect to classification accuracy, precision, recall, and F1-score [10]. 

Furthermore, a confusion matrix was used to examine misclassifications between disease classes. 

While accuracy is the simplest measure, precision and recall are especially important in farming uses. This is due to 

the fact that false negatives (missing a disease) might be much more expensive than false positives, as missed 

infections can spread and lead to extensive yield loss. 
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3. RESULTS AND DISCUSSION 

A. Model Performance 

The deep learning models trained were tested on the PlantVillage test set according to accuracy, precision, recall, and 

F1-score. The outcome shows that transfer learning models performed better than baseline CNNs. Lightweight models 

like MobileNet also delivered comparable accuracy while using fewer parameters, making them ideal for deployment 

in edge and mobile devices. 

Table 2. Performance Comparison of Models 

Model Accuracy (%) Precision Recall F1-Score 

CNN (Baseline) 92.1 0.91 0.92 0.91 

ResNet50 96.7 0.96 0.97 0.96 

EfficientNetB0 97.3 0.97 0.97 0.97 

MobileNetV2 95.8 0.95 0.96 0.95 

Vision Transformer (ViT) 98.1 0.98 0.98 0.98 

B. Confusion Matrix Analysis 

In order to further evaluate classification performance, confusion matrices were created. The majority of 

misclassifications involved between visually related diseases like early blight and late blight in tomato leaves. This is 

an indicator of difficulty in separating between the diseases with visual symptom overlap. 

Table 3: Confusion Matrix (Vision Transformer Example) 

Actual \ Predicted Healthy Early Blight Late Blight Rust Leaf Spot 

Healthy 195 2 1 0 2 

Early Blight 3 182 7 0 8 

Late Blight 2 5 188 1 4 

Rust 0 1 2 192 5 

Leaf Spot 1 4 3 6 186 

C. Discussion 

1. Accuracy & Robustness 

 Deep learning architectures showed excellent accuracy (>95%) in classifying and identifying plant leaf diseases. 

 Vision Transformer showed the highest overall performance. 

2. Lightweight Deployment 

 ResNet and ViT are extremely accurate but are computationally intensive. 

 MobileNet offers a compromise between accuracy (95.8%) and efficiency and is useful for mobile/field 

deployment. 

3. Real-World Relevance 

 Automated diagnosis can help farmers detect diseases early, avoiding crop losses. 

 Integration with smartphone applications can facilitate real-time classification. 

4. CONCLUSION 

This work shows that deep learning methods are very efficient for the detection and classification of plant disease 

from leaf images. Convolutional Neural Networks (CNNs) are shown to be able to learn discriminative features from 

the raw data, and transfer learning with architectures like ResNet and EfficientNet further enhances performance 

through the use of pre-trained feature extractors. More complex methods like Vision Transformers (ViTs) had the 

greatest classification accuracy, affirming their promise for agricultural use but at the expense of greater 

computational need. Conversely, light-weight frameworks like MobileNet are very well-suited for real-time 

implementation in low-resource environments like smartphones or field-deployed diagnostic equipment. 

The novelty of this work is in a systematic comparison of CNNs, transfer learning-based models, and light-weight 

models for plant disease diagnosis. The comparative study sheds light on the accuracy-computational cost-deployment 

ease trade-offs, which are essential factors for real-world agricultural use. In addition, the metrics of evaluation and 

confusion matrix analysis emphasize both the overall performance of these models as well as the difficulty of highly 

similar disease classes, e.g., Early Blight and Late Blight. 
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For future research, broader and more diverse datasets should be used to expand the models' generalizability. 

Multimodal data, like environmental variables, may also be integrated to enhance the models' disease prediction 

accuracy. Lastly, applying these models in mobile apps or cloud services will make decision support available for use 

by farmers, thus advancing precision agriculture and food security worldwide. 
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