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ABSTRACT

Since coronavirus has shown up, inaccessibility of legitimate clinical resources is at its peak, like the shortage of
specialists and healthcare workers, lack of proper equipment and medicines etc. The entire medical fraternity is in
distress, which results in numerous individual’s demise. Due to unavailability, individuals started taking medication
independently without appropriate consultation, making the health condition worse than usual. As of late, machine
learning has been valuable in numerous applications, and there is an increase in innovative work for automation. This
paper intends to present a drug recommender system that can drastically reduce specialist’s heap. In this research, we
build a medicine recommendation system that uses patient reviews to predict the sentiment using various vectorization
processes like Bow, TF-IDF, Word2Vec, and Manual Feature Analysis, which can help recommend the top drug for a
given disease by different classification algorithms. The predicted sentiments were evaluated by precision, recall,
flscore, accuracy, and AUC score. The results show that classifier LinearSVC using TF-IDF vectorization
outperforms all other models with 93% accuracy.

Keywords: Drug Recommendation System, Sentiment Analysis, Natural Language Processing (NLP), Machine
Learning, Opinion Mining, Healthcare Analytics, Patient Feedback, Text Classification.

1. INTRODUCTION

With the number of coronavirus cases rising at an exponential rate, countries are experiencing a doctor crisis,
particularly in rural areas where the number of experts is lower than in urban areas. Obtaining the requisite
qualifications for a doctor takes between 6 to 12 years. As a result, the number of doctors cannot be increased rapidly
in a short period of time. In this tough moment, a Telemedicine framework should be energised as much as feasible.
Clinical errors are all too common these days. Every year, around 200 thousand people in China and 100 thousand in
the United States are harmed by medication errors. Over 40% of doctors make mistakes while prescribing because
they create the answer based on their limited understanding.

For patients who require doctors with broad knowledge of microscopic organisms, antibacterial drugs, and patients,
selecting the highest-level medication is critical. Every day, a new study is published, along with more medications
and diagnostics that are made available to healthcare professionals. As a result, choosing which treatment or drugs to
offer a patient based on indications and past clinical history is becoming increasingly difficult for clinicians.With the
rapid growth of the internet and the web-based commercial industry, item reviews have become an essential and vital
part of purchasing products all over the world. People all across the world ha ve become accustomed to reading
reviews and visiting websites before making a purchase decision. While most previous research focused on rating
expectations and suggestions in the E-Commerce area, medical care or clinical therapies have received little attention.
There has been an increase in the amount of people concerned about their health and seeking a diagnosis online.
According to a Pew American Research Center poll conducted in 2013, around 60% of adults searched online for
health-related topics, and approximately 35% of users searched for diagnosing health disorders. A medication
recommender framework is critical in order for doctors and patients to gain a better understanding of medications used
to treat various health issues. This trend highlights the urgent need for intelligent healthcare systems that can support
both patients and doctors. A drug recommendation system based on sentiment analysis leverages patient reviews,
experiences, and feedback from online platforms to analyze the effectiveness of medications. Through Natural
Language Processing (NLP) and Machine Learning (ML) techniques, sentiment analysis can classify patient opinions
as positive, negative, or neutral. This helps in identifying drugs that are most effective for particular diseases while
filtering out those associated with adverse side effects or low satisfaction levels. In this context, the development of a
drug recommendation framework using sentiment analysis is a promising solution. It combines healthcare data,
machine learning, and user-generated content to bridge the gap between medical knowledge and patient needs. Such a
system not only enhances the quality of healthcare but also reduces risks, saves time, and improves patient satisfaction
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2. LITERATURE REVIEW

Medication mistake is a common source of patient morbidity and mortality, yet it can be a difficult concept to grasp.
This article focuses on medication error (1) terminology and definitions, (2) incidence, (3) risk factors, (4) avoidance
techniques, and (5) disclosure and legal penalties for practising physicians. Any error that occurs during the medicine
administration procedure is referred to as a medication error. The Institute of Medicine estimates that pharmaceutical
errors cause 1 in 131 outpatient fatalities and 1 in 854 inpatient deaths.Pharmacological errors can be caused by
medication factors (e.g., similar sounding names, low therapeutic index), patient factors (e.g., impaired cognition,
polypharmacy), and health care professional factors (e.g., use of abbreviations in prescriptions and other
communications, cognitive biases). Loss of patient trust, civil litigation, criminal charges, and medical board
discipline are all possible outcomes for doctors who make drug errors.Medication error prevention methods (such as
the use of information technology, improved drug labelling, and medication reconciliation) have had various degrees
of success. Patients demand immediate disclosure, in-person disclosure, and communication of attempts to prevent
future errors when an error is detected. Learning more about drug errors could help doctors deliver safer care to their
patients.

3. APPROACH

3.1 Dataset

This is the first step in collecting data for the building of a machine learning model. This is an important stage that will
affect how good the model is; the more and better data we have, chevalier, the better our model will perform.

Data can be collected via a variety of methods, including online scraping, manual interventions, and so on.Machine
Learning-based Drug Recommendation System based on Sentiment Analysis of Drug Reviews.

Data set Link: https://www.kaggle.com/jessicali9530/kuc-hackathon-winter-2018
Data Preparation:

We will transform the data. by getting rid of missing data and removing some columns. First we will create a list of
column names that we want to keep or retain.

Next we drop or remove all columns except for the columns that we want to retain.

Finally we drop or remove the rows that have missing values from the data set.

TfidfVectorizer transformer:

Term Frequency Inverse Document Frequency is abbreviated as TF-IDF. This is a typical approach for converting text
into a meaningful numerical representation, which is then used to fit a machine learning algorithm for prediction.
Frequency of Term (TF)

It's a metric for how often a word (w) appears in a manuscript (d). The ratio of a word's occurrence in a document to
the total number of words in the document is known as the TF. The denominator term in the formula is used to
normalize the lengths of the corpus documents.

Fig 1: Dateset
4. RESULTS
The results of our facial expression recognition system show the efficiency of the proposed CNN-based approach in
identifying human emotions from facial images. After teaching the model with the Kaggle FER dataset containing

51,137 images, we evaluated its performance using the testing subset to measure accuracy, precision, and recall for
each emotion category.Our model was able to successfully recognize the seven basic emotions—Angry, Disgust, Fear,
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Happy, Sad, Surprise, and Neutral—with a high overall accuracy. The emotions with more distinct facial features,
such as Happy and Surprise, were recognized with the highest accuracy, whereas more subtle expressions like Fear
and Disgust showed slightly lower performance. This variation is consistent with human perception, as some emotions
are inherently harder to distinguish due to subtle facial movements.

In addition to accuracy, we observed that the model generalized well to previously unseen images, indicating its ability
to learn meaningful features rather than simply memorizing the training data. Confusion matrices and performance
graphs further highlighted areas of strong prediction and minor misclassification, providing insights for potential
future improvements, such as augmenting underrepresented emotion classes or incorporating attention
mechanisms.Overall, the results confirm that the combination of convolutional layers, feature extraction, and
optimized training strategies can enable a reliable and robust facial expression recognition system. The model
demonstrates not only high accuracy but also the practical potential for real-time applications, such as emotion
analysis in human-computer interaction, surveillance, or mental health monitoring.

Fig 2: Login page Fig 3: Review Page

Fig 4: User details page Fig 5: Register details

Fig 6: Review details
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5. CONCLUSION

Reviews have become an important part of our daily lives; whether we go shopping, buy something online, or eat at a
restaurant, we always read the reviews beforehand to make the best decision. Motivated by this, sentiment analysis of
drug reviews was investigated in order to develop a recommender system using a variety of machine learning
classifiers, including Logistic Regression, Perceptron, Multinomial Naive Bayes, Ridge classifier, Stochastic gradient
descent, LinearSVC, applied to Bow, TF-IDF, and classifiers such as Decision Tree, Random Forest, Lgbm, and
Catboost applied to Word2Vec and Manual features methods.We used five different measures to evaluate them:
precision, recall, flscore, accuracy, and AUC score, and found that the Linear SVC on TF-IDF surpasses all other
models by 93 percent. The Decision tree classifier on Word2Vec, on the other hand, had the poorest performance, with
only 78 percent accuracy. To create a recommender system, we added the best-predicted emotion values from each
approach, Perceptron on Bow (91 percent), LinearSVC on TF-IDF (93 percent), LGBM on Word2Vec (91 percent),
and Random Forest on manual features (88 percent), and multiplied them by the normalised usable Count.
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