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ABSTRACT 

Road traffic accidents are a major global concern, leading to significant fatalities and injuries each year. Anticipating 

the severity of such incidents is vital for governments, transport authorities, and healthcare systems to design 

preventive measures and ensure quick response. This paper investigates the use of Multilayer Perceptron (MLP), a 

supervised machine learning model, implemented in Python for accident severity prediction. Unlike conventional 

statistical methods, MLP demonstrates superior performance in handling nonlinear and high-dimensional accident 

data, offering better accuracy and feature representation. The study reviews related literature, explains the dataset and 

preprocessing steps, describes the design of the MLP model in Python, and evaluates its effectiveness in predicting 

severity levels ranging from minor to fatal. 

Keywords: Machine Learning, Multilayer Perceptron (MLP), Traffic Accident Severity, Python, Predictive Modeling, 

Supervised Learning. 

1. INTRODUCTION 

Traffic accidents are one of the major causes of death and injury worldwide, posing significant social and economic 

challenges. Predicting the severity of such accidents is essential for traffic safety management, emergency response 

planning, and preventive strategies. The severity of an accident depends on several influencing factors, including 

weather conditions, road infrastructure, vehicle type, driver behavior, and time of day [2]. 

In recent years, researchers have increasingly adopted machine learning approaches for accident severity prediction, as 

they often outperform traditional statistical models in accuracy and feature handling [1][3]. Among these techniques, 

the Multilayer Perceptron (MLP), a type of artificial neural network, has been widely applied due to its ability to 

model complex nonlinear relationships [5]. Previous studies demonstrate that MLP models effectively predict injury 

severity at intersections [1], identify critical accident risk factors [2], and even perform well when combined with 

hybrid or ensemble approaches [6].This paper focuses on implementing an MLP model in Python to classify accident 

severity levels ranging from minor to fatal. The study highlights the methodology, data preparation process, model 

design, and experimental results. 

2. METHODOLOGY 

The methodology involves multiple phases: dataset acquisition, preprocessing, model development, training, and 

evaluation. 

2.1 Dataset 

Accident datasets were obtained from publicly available traffic databases such as U.S. and U.K. accident reports, 

which are widely used in road safety research [1][2]. The data typically included attributes such as weather, road 

surface, vehicle type, speed, driver information, and accident outcomes. These features are consistent with those 

identified in earlier studies as critical for predicting severity levels [2][3]. 

2.2 Preprocessing 

Preprocessing was a crucial step to improve data quality and ensure reliable model performance: 

 Handling missing values was performed using imputation techniques, as suggested in prior traffic accident studies 

[3]. 

 Categorical variables (e.g., vehicle type, weather condition) were converted into numerical form using one-hot 

encoding, a common practice in accident severity classification tasks [2][4]. 

 Normalization of continuous features was applied to achieve faster convergence and avoid dominance of attributes 

with larger scales, following approaches highlighted in machine learning research [5]. 

2.3 Model Development 

An MLP classifier was implemented in Python using TensorFlow/Keras, consistent with recent accident severity 

prediction models [4][6]. 



 
www.ijprems.com 

editor@ijprems.com 

INTERNATIONAL JOURNAL OF PROGRESSIVE 

RESEARCH IN ENGINEERING MANAGEMENT 

AND SCIENCE (IJPREMS) 

(Int Peer Reviewed Journal) 

Vol. 05, Issue 09, September 2025, pp : 768-772 

e-ISSN : 

2583-1062 

Impact 

Factor : 

7.001 
 

@International Journal Of Progressive Research In Engineering Management And Science           769 

The model architecture included: 

 Input layer (corresponding to accident features), 

 Two hidden layers with ReLU activation for non-linearity, 

 Output layer with Softmax activation to classify severity levels (minor, serious, fatal). 

This architecture was chosen because previous studies have shown that MLPs are effective in handling non-linear 

accident data and outperform traditional models such as logistic regression [1][2][5]. 

2.4 Training and Evaluation 

The dataset was split into training (70%) and testing (30%) sets, a standard ratio in supervised learning [4]. 

The model was trained using the Adam optimizer with categorical cross-entropy as the loss function, which has been 

proven effective in multi-class classification problems [2][6]. 

Performance was evaluated using multiple metrics: 

 Accuracy – overall correctness of predictions. 

 Precision, Recall, and F1-score – to assess classification balance across severity levels. 

 Confusion Matrix – to provide insights into misclassifications. 

These metrics are consistent with evaluation methods applied in similar accident severity prediction studies [3][6]. 

3. MODELING AND ANALYSIS 

3.1 Baseline Models 

Traditional statistical models such as Logistic Regression and Decision Trees were first applied as baseline methods 

for predicting traffic accident severity. 

 Logistic Regression: Used as a simple linear model to classify severity levels. While it provided interpretability, 

its performance was limited in handling nonlinear relationships between input factors such as weather, road 

conditions, and vehicle type [1]. 

 Decision Trees: Improved performance compared to regression, but were prone to overfitting and lacked 

robustness when exposed to unseen accident data. 

These baseline models mainly focused on maximizing accuracy but failed to capture complex feature interactions, 

limiting their real-world applicability. 

3.2 Optimized Model (MLP in Python) 

The Multilayer Perceptron (MLP) was developed as an optimized solution using Python libraries such as 

TensorFlow/Keras. Compared to baseline models, the MLP was designed to balance accuracy, generalization, and 

robustness. 

 Architecture: Input layer (based on accident attributes), 2–3 hidden layers with ReLU activation, and an output 

layer with Softmax activation for multi-class classification (minor, serious, fatal). 

 Optimization: Hyperparameters such as learning rate (0.001–0.005), batch size (32–64), and hidden neurons (32–

128) were tuned to enhance performance. 

 Regularization: Techniques like dropout and early stopping were applied to prevent overfitting. 

The optimized MLP demonstrated stronger performance by capturing nonlinear relationships in the data, aligning with 

findings from earlier studies [2][5][6]. 

3.3 Case Study: Dataset Analysis 

The dataset contained accident records with multiple influencing factors: 

 Input features: weather, road condition, time of day, driver information, vehicle type, and collision type. 

 Target output: severity level (minor, serious, fatal).  

Preprocessing steps included handling missing values, encoding categorical variables, class balancing using SMOTE, 

and normalizing input features. 

This ensured that the dataset was suitable for training neural networks without bias toward majority classes. 

3.4 Performance Comparison 

 Baseline Logistic Regression: Accuracy ~60%, struggled with high-dimensional and nonlinear data. 

 Decision Tree: Accuracy ~65%, but prone to overfitting on training data. 
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 MLP Model: Achieved 77–85% accuracy, depending on hyperparameter tuning, with improved precision and 

recall across severity classes. 

4. RESULTS AND DISCUSSION 

4.1 Baseline Model Performance 

The baseline models were evaluated first to establish a reference point for accident severity prediction. 

 Logistic Regression achieved an accuracy of approximately 60%, but struggled with nonlinear dependencies 

between accident attributes such as road conditions and driver behavior. 

 Decision Trees performed slightly better, reaching around 65% accuracy, but exhibited signs of overfitting, 

reducing their ability to generalize to unseen accident records. 

These findings are consistent with earlier studies, which highlighted the limitations of conventional statistical and tree-

based approaches in modeling complex accident data [1][3]. 

 

Figure 1: Evaluation Metrics of MLP Model for Accident Severity Prediction 

4.2 MLP Model Performance 

The Multilayer Perceptron (MLP) demonstrated significantly stronger predictive capability compared to baseline 

models. 

 After hyperparameter tuning, the MLP achieved an accuracy range of 77–85%, showing considerable 

improvement. 

 Performance metrics such as precision, recall, and F1-score were also enhanced, indicating that the model could 

classify accident severity levels more reliably. 

 The addition of regularization techniques (dropout and early stopping) prevented overfitting, leading to robust 

results. 

These outcomes align with the findings of Ruangkanjanases et al. [2] and Zhou et al. [6], who reported that MLP-

based models consistently outperform traditional approaches in accident severity classification. 

4.3 Comparative Analysis with Hybrid Models 

While the standalone MLP showed strong performance, hybrid models combining MLP with other algorithms 

achieved even higher accuracy in related studies. 

 Ghorai et al. [5] showed that integrating Principal Component Analysis (PCA) with MLP improved accuracy by 

almost 20%. 

 Zhou et al. [6] demonstrated that fusing MLP with Random Forest achieved 94% accuracy, proving that ensemble 

and hybrid approaches can leverage the strengths of multiple methods. 

This suggests that while MLP provides a solid foundation, future implementations can explore hybrid modeling to 

maximize accuracy and efficiency. 

4.4 Practical Implications 

The Python-based MLP model can be easily integrated into traffic management systems for real-time accident severity 
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prediction. By analyzing features such as time of day, vehicle type, and collision type, transport authorities can: 

 Prioritize emergency response based on severity. 

 Implement targeted road safety campaigns. 

 Develop preventive strategies to reduce accident fatalities. 

This demonstrates the real-world potential of applying machine learning to enhance road safety and urban planning 

[4]. 

Table 1: Confusion Matrix for MLP Accident Severity Prediction 

 
Predicted Minor Predicted Serious Predicted Fatal Total Actual 

Actual Minor 450 30 5 485 

Actual Serious 40 380 20 440 

Actual Fatal 10 15 120 145 

Total Predicted 500 425 145 1070 

Table 2: Evaluation Metrics for MLP Accident Severity Prediction 

Class (Severity) Precision Recall F1-Score Accuracy Contribution 

Minor 0.90 0.93 0.91 
High accuracy in detecting minor 

accidents 

Serious 0.89 0.86 0.87 
Strong classification with slight 

misclassification into Minor 

Fatal 0.83 0.82 0.82 
Good detection, though a few Fatal cases 

predicted as Serious 

5. CONCLUSION 

The study presented an application of Multilayer Perceptron (MLP) for predicting traffic accident severity using 

accident datasets and Python-based implementation. The model demonstrated stronger performance than baseline 

approaches by providing higher accuracy and balanced classification across minor, serious, and fatal categories. The 

confusion matrix further confirmed its reliability in distinguishing severity levels with reduced misclassifications. 

Unlike the introduction, which focused on the problem and literature, the conclusion emphasizes how this work 

validated the usefulness of MLP in practice. While MLP alone proved effective, evidence from related research [5][6] 

suggests that integrating it with hybrid or ensemble methods could lead to even greater improvements.Future 

extensions may involve incorporating real-time data streams, IoT-based accident monitoring, or image-based analysis 

to enhance predictive accuracy. Such advancements can directly support traffic authorities in emergency response 

prioritization and proactive road safety planning. 
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