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ABSTRACT 

Instance segmentation, a crucial task in computer vision, involves identifying and delineating individual objects within 

images. In this context, leveraging the capabilities of a distributed deep learning big data cluster becomes imperative 

to handle the computational demands of training complex models on large datasets. This paper presents an approach to 

instance segmentation using distributed computing resources. The process begins with meticulous data preparation, 

ensuring a well-labeled dataset with instance-level segmentation masks. The distributed computing cluster is 

configured, equipped with GPUs, and tailored for efficient data and computation distribution. A suitable deep learning 

model, such as Mask R-CNN or YOLACT, is selected, with adjustments made to accommodate the characteristics of 

the dataset and cluster resources. Parallelism is employed at both the data and model levels. Data parallelism 

facilitates the distribution of training data across cluster nodes, while model parallelism addresses the challenge of 

large models that may exceed individual GPU memory capacities. Distributed training strategies, including gradient 

synchronization and parameter updates, orchestrate the collaborative training process. Optimization techniques, such 

as mixed-precision training and distributed batch normalization, enhance training efficiency. Validation and testing 

phases ensure the model's generalization and performance on unseen data. Post-training, the model is deployed on the 

distributed cluster for real-time or batch inference, with optimizations geared towards scalability. Monitoring tools 

track performance metrics and resource utilization, enabling insights into the distributed instance segmentation 

system. The ability to scale the cluster dynamically ensures adaptability to varying dataset sizes and model 

complexities. 

This abstract encapsulates the key steps and considerations in the implementation of instance segmentation on a 

distributed deep learning big data cluster, addressing the challenges posed by large-scale datasets and intricate model 

architectures. The approach outlined in this paper provides a comprehensive framework for researchers and 

practitioners seeking to harness distributed computing for efficient and scalable instance segmentation in computer 

vision applications. 

Keywords- Distributed deep learning, BigDl, Spark, Instance segmentation, Azure databricks. 

1. INTRODUCTION 

In recent years, the field of computer vision has witnessed unprecedented advancements, with instance segmentation 

standing out as a pivotal task in visual recognition systems. Instance segmentation involves not only classifying 

objects within images but also precisely delineating each individual instance. The efficacy of deep learning models in 

addressing this complex task has been remarkable; however, as datasets grow in scale and model architectures become 

increasingly intricate, the computational demands escalate. This paper addresses the imperative need to optimize deep 

learning models for instance segmentation within distributed computing environments. The advent of big data clusters 

equipped with powerful Graphics Processing Units (GPUs) provides an opportune platform to tackle the 

computational challenges associated with training sophisticated models on vast datasets. As we delve into the 

intricacies of distributed computing, we aim to develop strategies that enhance the efficiency, scalability, and 

performance of instance segmentation models. 

The journey towards optimizing deep learning models for distributed instance segmentation unfolds in several stages. 

We commence with a comprehensive examination of the inherent complexities of instance segmentation and the role 

of deep learning in meeting these challenges. Subsequently, we explore the landscape of distributed computing, 

highlighting the advantages and considerations when applied to instance segmentation tasks. The significance of 

parallelism, both in terms of data and model, emerges as a critical aspect of our optimization strategy. Furthermore, 

we survey prominent instance segmentation models, selecting those that exhibit compatibility with distributed 

computing paradigms. Model selection considerations are discussed, with a focus on adapting architectures to the 

distributed environment and tailoring hyperparameters for optimal performance. 
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The paper is structured to guide researchers, practitioners, and enthusiasts through the intricate process of optimizing 

deep learning models for instance segmentation in distributed environments. By the end, we aim to provide a 

comprehensive framework that not only addresses the technical intricacies but also contributes to the broader 

conversation on the role of distributed computing in advancing the capabilities of computer vision systems for real-

world applications. 

 

Figure 1: The relationship between model performance and the size of the trained data is generally positive, with 

larger amounts of training data leading to improved performance in deep learning models 

A survey of distributed deep learning frameworks:  

Distributed deep learning frameworks have become instrumental in addressing the ever-growing computational 

demands of training complex models on vast datasets. This survey navigates the landscape of distributed deep learning 

frameworks, providing a comprehensive overview of the existing solutions, their key features, and their applicability 

to diverse use cases. We explore the evolution of these frameworks, highlighting their role in enabling parallelism, 

scalability, and efficiency in deep learning tasks. 

The survey begins by establishing the foundational concepts of distributed computing in the context of deep learning, 

emphasizing the necessity of these frameworks in handling large-scale datasets and intricate model architectures. We 

then delve into an extensive review of prominent distributed deep learning frameworks, encompassing both industry-

standard and emerging solutions. Each framework is scrutinized based on its architecture, support for popular deep 

learning libraries, ease of use, scalability, and performance. Practical considerations, such as hardware compatibility 

and support for various neural network architectures, are also discussed. The survey provides insights into the 

strengths and limitations of each framework, facilitating informed decisions for researchers and practitioners in 

selecting the most suitable solution for their specific requirements. 

Furthermore, we explore emerging trends and advancements in the field, including efforts towards interoperability 

between frameworks, support for heterogeneous computing environments, and integration with specialized hardware 

accelerators. The survey concludes with a discussion on future directions and challenges, paving the way for ongoing 

research in the dynamic and rapidly evolving landscape of distributed deep learning frameworks. 

This comprehensive survey serves as a valuable resource for both novices and experts in the field, offering a holistic 

understanding of the state-of-the-art in distributed deep learning frameworks and guiding the community towards 

advancements that will shape the future of scalable and efficient deep learning. 

Motivation and addressing challenges in the utilization of distributed deep learning on big data clusters: 

Distributed deep learning is motivated by the increasing volume and complexity of data in real-world applications, and 

the need to train and deploy large and complex deep learning models. DDL efficiently processes and learns from this 

data by distributing computational tasks across multiple machines. DDL is better than single machine deep learning, 

DDL offers several advantages over traditional single-machine deep learning, especially when deploying large and 

complex deep learning models on big data clusters these advantages include Scalability, DDL can scale to train and 

deploy models on very large datasets and more complex models, which is essential for many deep learning 

applications; Fault tolerance, Big data clusters are typically designed to be fault-tolerant, meaning that they can 

continue to operate even if some of the nodes fail. This makes them a good choice for deploying DDL applications, as 

it can help to reduce the risk of training failures Speeding Up Training Time, By distributing the computational 

workload across multiple machines, DDL can significantly reduce the time required to train models and inference of 

deep learning models, which can be critical for time-sensitive applications Cost-effectiveness, DDL can help to reduce 

the cost of training and deploying deep learning models by using distributed computing resources. DDL reduces the 

cost of training and deploying deep learning models by distributing the workload across commodity machines in a 
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cluster, which improves utilization of available resources; and Resource sharing, by sharing resources among multiple 

applications, organizations can make better use of their existing resources and avoid the need for additional hardware 

investments. DDL on Big Data clusters provides a scalable, efficient, and robust solution for training deep learning 

models on large datasets As the demand for deep learning continues to grow, DDL is expected to become even more 

widely adopted in the future. DDL offers significant benefits for training machine and deep learning models, including 

faster training times, improved accuracy, and increased scalability. DDL works by distributing computational tasks 

across multiple machines in a big data cluster. This allows DDL applications to scale to very large datasets and 

complex models, such as VGG networks or Inception Resent network. DLL significantly reduces the training time and 

improves the accuracy of very large models on very large datasets. While GPUs are preferred for training due to their 

high performance, CPUs are sufficient and more attractive for data preprocessing and inference, which are less 

resource-intensive. There is a growing interest in developing CPU-optimized deep learning frameworks and 

algorithms, as CPUs are more widely available and less expensive. 

 

Figure 2: Hyper-Parameter Tuning 

HDFS is designed to be a distributed file system that can handle large-scale data across a cluster of machines.It breaks 

down large files into smaller blocks (typically 128 MB or 256 MB in size) and distributes these blocks across multiple 

nodes in the cluster. HDFS follows a decentralized metadata architecture, where file metadata (information about files 

such as their location, size, and access permissions) is distributed across the nodes in the cluster. The metadata is 

managed by the NameNode, which stores information about the structure and organization of the file system, and 

DataNodes, which store the actual data blocks. 

The NameNode is a central point of coordination for the file system but does not store the data itself. It maintains 

metadata about files and directories. DataNodes are responsible for storing and retrieving the actual data blocks. They 

communicate with the NameNode for metadata operations. In summary, HDFS is indeed a distributed file system, and 

its metadata architecture is decentralized, with metadata distributed across multiple nodes in the cluster. This design 

enhances scalability and fault tolerance in handling large volumes of data in distributed computing environments. 

 

Figure 3: HDFS is a centralized metadata distributed file system 
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Algorithm 1: Synchronous SGD with Parameter Server Pseudocode for Distributed Training 

 

Instance segmentation deep learning model Instance segmentation is a complex computer vision task that assigns 

distinct labels to separate instances of objects belonging to the same class, providing pixel-specific object instance 

masks. Unlike semantic segmentation which classifies pixels based on classes, instance segmentation models classify 

pixels based on “instances”. These algorithms can distinguish overlapping or very similar object regions based on their 

boundaries, regardless of the class a classified region belongs to. In semantic segmentation, smaller objects (with 

fewer pixels) are less significant. However, in instance segmentation, all objects, regardless of size, are equally 

important. This distinction makes instance segmentation applicable in various real-world scenarios. For example, in 

self-driving car technology, a vehicle navigating complex street scenarios such as crowded pedestrian areas or 

construction sites needs a detailed understanding of its surroundings. Instance segmentation plays a crucial role in this 

context. In the medical domain, instance segmentation has a wide range of applications. For instance, histopathology 

images usually contain numerous nuclei of various shapes surrounded by cytoplasm. Recognizing and segmenting 

these nuclei using instance segmentation can aid in detecting severe diseases like cancer. It’s also used for detecting 

tumors in MRI brain scans. Satellite imagery is another area where instance segmentation is highly useful. Major 

applications include identifying and counting cars, detecting ships for maritime security, preventing oil spills 

monitoring marine pollution, and segmenting buildings for geospatial analysis. Given that objects in satellite imagery 

are typically small and closely spaced concerning the image’s resolution, pixel-wise methods are not very effective. 

Therefore, instance segmentation network architecture can provide better separation between objects by understanding 

each object as a separate instance. 

2. RESULT ANALYSIS 

Optimizing model inference is vital for real-time deep learning applications like autonomous driving, focusing on 

throughput, memory, and energy. The process starts with converting the YOLACT PyTorch model to the ONNX 

format, a universal format for deep learning models that enhances interoperability between various AI frameworks. 

ONNX, an open-source project co-developed by Microsoft, Amazon, and Face book, facilitates model conversion 

between any framework and the ONNX format. It supports faster inference using the ONNX model on the supported 

ONNX Runtime and is compatible with numerous machine learning frameworks like Tensor Flow, PyTorch, and 

Scikit-learn. ONNX Runtime is designed for high performance and supports both CPU and GPU hardware. It also 

supports distributed training and inference across multiple devices and machines for improved performance and 

scalability [39]. The conversion of the YOLACT PyTorch model to ONNX format faced challenges due to 

unsupported layers in YOLACT, such as those in the Feature Pyramid Networks (FPN) class. The FPN class, which is 

optimized using torch script mode, allows for parallel multi-threading through the torch.jit.script module. This Just-In-

Time (JIT) compiler improves the efficiency of PyTorch models in production. The FPN class extracts multi-level 

features for topdown up-sampling and fusion, creating multi-scale depth image features. However, this class inherits 

from the torch.jit.ScriptModule class, which often lacks tensor shape information, leading to potential size mismatch 

errors between ONNX and TorchScript definitions. PyTorch operates in two modes: eager mode for immediate 

operation execution and intuitive programming, and script mode, which compiles PyTorch code into an optimized 

TorchScript format for efficient execution in repeated prediction scenarios. PyTorch’s JIT compilation optimizes 
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TorchScript modules using runtime information, capturing the structure of a PyTorch model and saving it in a 

serialized format for use in different environments or devices. This is done without unifying the input dimensions of 

tensors in the FPN. When converting a TorchScript-saved PyTorch model to ONNX, issues such as unsupported 

operations can occur. However, all YOLACT layers are supported in ONNX OpsetVersion 11. Another issue is 

related to tensor shapes - while PyTorch allows dynamic tensor shapes, ONNX requires static shapes. To address this 

issue in the detect transformation part used in the Backbone Network.  The input and output shapes were set before 

converting the model to ONNX in five FPN layers dimension sizes as [(69, 69), (35, 35), (18, 18), (9,9), (5,5)]. This 

made it compatible with the ONNX format. Modifications were made to the YOLACT model to return prediction 

outputs directly from the forward method before post-processing. The Just-In-Time (JIT) compiler was disabled and 

the model was exported in ONNX format using OpsetVersion=11. 

The model was then visualized using the Netron App. The exported ONNX model was simplified using ONNX 

Simplifier, which removes redundant operators. The simplified model was then converted into OpenVINO format 

using the OpenVINO toolkit. 

 

Figure 4: Speed-performance trade-of for various instance segmentation methods 

 
Figure 5:  Ground truth mask coefficients for reference to mask coefficient predictions from YOLACT PyTorch, 

ONNX, and OpenVINO-FP16 

Table 1: Shows the execution time taken for the process 
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3. CONCLUSION 

In conclusion, this paper presents a distributed system designed to deploy the optimized YOLACT instance 

segmentation model, a large and intricate deep learning model, both on-premises and in the cloud. The end-to-end data 

loading and preprocessing pipeline is detailed, and the inference time is evaluated across various frameworks, 

including PyTorch, ONNX, and OpenVINO. The experimental results highlight the significant acceleration in 

inference time achieved by increasing the number of executors across the cluster, potentially leading to cost savings 

for server resources. Despite the promising outcomes, the study identifies some challenges, specifically excessive 

memory usage issues. These challenges underline the need for further work in optimizing memory management within 

the distributed system. The identified issues provide valuable insights for future improvements, ensuring the 

scalability and efficiency of the proposed system. 

3.1 Future Work: 

3.1.1 Addressing Memory Usage Issues: Investigate and implement strategies to mitigate excessive memory usage 

observed during the experiments. This could involve optimizing data loading processes, exploring memory-efficient 

data structures, or employing advanced memory management techniques. 

3.1.2 Exploring BigDL on Distributed GPU Cluster: Further investigate the feasibility of running BigDL on a 

distributed GPU cluster using Spark 3.x. This exploration could offer insights into leveraging GPU resources for 

improved model training and inference, potentially enhancing the overall performance of the distributed system. 

3.2.1 Optimizing Resource Allocation: Explore dynamic resource allocation strategies to optimize the utilization of 

computing resources, especially in cloud environments. This includes efficient scaling based on workload demands 

and minimizing resource wastage during idle periods. 
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