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ABSTRACT 

At this stage, China's economic development continues to progress, and the emergence of various emerging industries 

has caused the stock market to show strong volatility. However, people's research and prediction on the stock market 

have never stopped. In order to improve the accuracy of stock prediction, this paper studies the network model based on 

the improved support vector machine (SVM) algorithm to realize the correct judgment of the stock price trend, so as to 

achieve the purpose of accurate stock price prediction, and improve the accuracy of the prediction while ensuring the 

speed of the model. Experiments show that the proposed prediction model can approximate the short-term price trend 

of the stock market, and provide a more reliable data basis for the accurate prediction of stock prices, which benefit the 

high-tech development and progress of the stock market 
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1. INTRODUCTION 

In the past hundred years, the world economy has developed rapidly, which has brought great development opportunities 

to the financial industry. At the same time, the impact of capital market on the quality and speed of economic development is 

also expanding, so the role of the stock market is becoming more and more important. Stock market is not only one of the 

important ways of financing for listed companies, but also with the improvement of people's living standards, buying 

stocks has become a very common way of investment in people's life Investors earn the price difference by buying and 

selling stocks. Predicting the rise and fall of stock price is an importantbasis for predicting the stock market and making 

buying and selling operations. The rise and fall of stock price determines the loss and profit, so there is a certain risk in 

investing in stocks. People expect to reduce the risk and increase the return in the stock investment. If people only rely on 

subjective judgment and estimation to predict the stock price and operate, it will not onlyincrease the risk, but also greatly 

reduce the return. Stock selection, timing and trading strategy are the three main research directions to reduce the risk and 

increase the return of stock investment. Among them, quantitative investment and portfolio investment strategy are the 

two most commonly used methods. The formulation of these investment strategies generally needsto be combined with 

the prediction of the trend of stock price rise and fall. Therefore, how to improve the accuracy of stock price prediction 

has always been a hot issue. 

2. METHODOLOGY 

LOGISTIC REGRESSION 

Logistic regression is a statistical method used for binary classification tasks, where the goal is to predict the probability 

of an observation belonging to one of two possible classes. It's called "logistic" because it models the probability using 

the logistic function. Here's a brief explanation: 

Model Representation: Logistic regression models the relationship between the independent variables and the 

categorical dependent variable by estimating probabilities using a logistic function 

Probability Estimation: The logistic function (also known as the sigmoid function) transforms any real-valued number 

into a value between 0 and 1, which can be interpreted as a probability. This function maps any input to a value between 

0 and 1, making it suitable for binary classification problems. 

Decision Boundary: Logistic regression calculates a decision boundary that separates the classes. This boundary is 

linear in the feature space, dividing it into two regions corresponding to the two classes. 

Parameter Estimation: The model's parameters (coefficients) are estimated using optimization techniques like 

maximum likelihood estimation. The objective is to find the parameters that maximize the likelihood of the observed 

data given the model. 

Predictions: Once the model is trained, it can predict the probability of an observation belonging to a particular class. 

Typically, a threshold (e.g., 0.5) is applied to these probabilities to make binary predictions. 

Evaluation: Logistic regression models are evaluated using metrics like accuracy, precision, recall, F1-score, or area 

under the ROC curve (AUC- ROC) depending on the specific requirements of the classification task 
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Fig. 1. Logestic regression 

3. SUPPORT VECTOR CLASSIFIER 

Support Vector Machine (SVM) is a supervised machine learning algorithm that can be used for stock price prediction. 

Here's a brief explanation of how SVM can be applied 

Model Representation: In SVM, the goal is to find the hyperplane that best separates the data into different classes. For 

stock price prediction, the classes could be "buy" and "sell" or "increase" and "decrease" in price. 

Feature Selection: Features used for prediction could include historical stock prices, trading volume, technical 

indicators (such as moving averages, relative strength index), and fundamental factors (like earnings reports, economic 

indicators). 

Kernel Trick: SVM can use different kernel functions to map data into higher-dimensional space where it might be 

more separable. Common kernels used include linear, polynomial, radial basis function (RBF), and sigmoid. 

Training: The SVM algorithm aims to find the hyperplane that maximizes the margin between the classes. This margin 

represents the separation between different classes, providing robustness to new data points. 

Prediction: Once trained, the SVM model can predict the movement of stock prices based on new input features. For 

example, if the model predicts an increase in stock price, it suggests buying, whereas if it predicts a decrease, it suggests 

selling. 

Evaluation: The performance of the SVM model for stock price prediction can be evaluated using metrics such as 

accuracy, precision, recall, or the profitability of the trading strategy based on the model's predictions. 

It's important to note that while SVM can be applied to stock price prediction, it's just one of many possible approaches, 

and its effectiveness can vary depending on factors such as the choice of features, the quality of data, and market dynamics. 

Additionally, predicting stock prices accurately is challenging due to the inherent volatility and complexity of financial 

markets. Therefore, it's often recommended to use SVM in combination with other techniques and to consider expert 

advice when making investment  

 

Fig. 2. Logestic support vector classifier 
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4. RANDOM FOREST CLASSIFIER 

A Random Forest Classifier is a machine learning algorithm that utilizes an ensemble of decision trees to make 

predictions. Here's a brief explanation of how it can be used in stock price prediction: 

Ensemble of Decision Trees: A Random Forest consists of a collection of decision trees. Each tree is trained 

independently on a subset of the data and makes its own prediction. 

Feature Selection: At each node of a decision tree, a subset of features is considered for splitting. This randomness helps 

in reducing correlation between trees and prevents overfitting. 

Voting Mechanism: Once all trees are trained, predictions are made by each tree. In classification tasks, the class 

predicted by the majority of trees (mode) is chosen as the final prediction. In regression tasks like stock price prediction, the 

average of predictions from all trees is often taken. 

Robustness and Generalization: Random Forests are robust against overfitting and noise in the data due to the 

randomness in feature selection and the aggregation of predictions from multiple trees. They also generalize well to 

unseen data. 

Feature Importance: Random Forests can provide insights into feature importance, indicating which features (such as 

historical stock prices, trading volumes, economic indicators, etc.) are most influential in predicting stock prices. 

A Random Forest Classifier algorithm can be effective in stock price prediction by leveraging the power of ensemble 

learning, robustness against overfitting, and providing insights into feature importance. 

                                         

Fig. 3. Random Forest classifier 

5. EXTRA TREE CLASSIFIER 

Extra Trees Classifier (Extremely Randomized Trees) is a variation of the Random Forest algorithm that introduces 

additional randomness in the tree- building process. Here's a brief explanation of how it can be applied to stock price 

prediction: 

Random Feature Selection: Similar to Random Forests, Extra Trees randomly select a subset of features at each node 

for splitting. However, instead of searching for the best possible split, Extra Trees select random thresholds for each 

feature, leading to even more randomness in the model. 

Randomly Sampled Data: Like Random Forests, Extra Trees also build multiple decision trees on randomly sampled 

subsets of the training data. This further increases the diversity among the trees in the ensemble. 

Voting Mechanism: Predictions are made by aggregating the predictions from all the trees in the ensemble. In 

classification tasks, the majority class predicted by the trees is chosen as the final prediction. For regression tasks like stock 

price prediction, the average of predictions from all trees is often taken. 

Robustness and Generalization: Extra Trees, by introducing more randomness in the tree-building process, are robust 

against overfitting and noise in the data. They can generalize well to unseen data, similar to Random Forests. 

Computational Efficiency: Extra Trees can be computationally more efficient compared to Random Forests since they 

do not require searching for the best split at each node. This can be beneficial when dealing with large datasets or when 

computational resources are limited. 

Extra Trees Classifier offers a variation of the Random Forest algorithm with additional randomness, which can be 

useful in stock price prediction tasks by providing robustness against overfitting and noise, along with potential 

computational efficiency benefits. 
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Fig. 2. Extra Tree classifier 

6. CONCLUSION 

The current stock market prices in China are showing relatively obvious volatility, which poses a greater challenge to 

the prediction of stock prices. In view of the difficulties in the current stage of stock market price prediction, this paper 

opens up a new research idea. Based on the traditional SVM algorithm, this paper optimizes and improves the model 

according to the characteristics of the overall trend of stock prices, realizes a stock price prediction model with higher 

accuracy, and provides a reliable basis for applications in stock market investment and stock analysis. However, in order to 

realize the practical value of prediction models in quantitative investment, the stability and applicability of prediction 

need to be further strengthened, and the accuracy of forecasting results also need to be improved to a certain extent. 
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