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ABSTRACT 

Naive Bayesian classification algorithm is widely used in big data analysis and other fields because of its simple and 

fast algorithm structure. Aiming at the shortcomings of the naive  Bayes  classification  algorithm,  this  paper  uses  

feature  weighting  and  Laplace calibration to  improve  it,  and  obtains the  improved  naive  Bayes  classification 

algorithm. Through numerical simulation, it is found that when the sample size is large, the accuracy of the improved 

naive Bayes classification algorithm is more than 99%, and it is very stable; when the sample attribute is less than 400 

and the number of categories is less than 24, the accuracy of the improved naive Bayes classification algorithm is 

more than 95%. Through empirical research, it is found that the improved naive Bayes classification algorithm can 

greatly  improve  the  correct  rate  of  discrimination  analysis  from  49.5  to  92%.  Through robustness analysis, the 

improved naive Bayes classification algorithm has higher accuracy. 

1. INTRODUCTION 

There  are  many  ways  to  construct  classifiers,  such  as  the  Bayesian method,  decision  tree  method,  case-based  

learning   method,  artificial  neural network  method,  support  vector  machine  method,  genetic  algorithm  method, 

rough  set  method,  fuzzy  set  method,  and  so  on.  Among  them,  the  Bayesian method is becoming one of the 

most attractive focuses of many methods because of its unique form of uncertain knowledge expression, rich 

probability expression ability, and the incremental learning characteristics of integrating prior knowle dge. Naive 

Bayesian classification algorithm (NBC) is one of the classic Bayesian classification  algorithms,  which  has  a  

simple  algorithm  structure  and  high computational efficiency. One advantage of a naive Bayes classifier is that it 

only needs  to  estimate  the  necessary  parameters  (mean  and  variance  of  variables) based on a small amount of 

training data. Due to the assumption of independent variables, only the method of estimating each variable is needed, 

and the whole covariance matrix is not needed. Based   on   the   above   excellent   properties,   the   naive   Bayesian   

classification algorithm   has    a   wide    range   of    applications,   such    as   clinical    medicine, 

telecommunications, artificial intelligence, linguistics, gene technology, precision instruments,  and  other  fields.  At   

the  same  time,  naive  Bayes  classification algorithm has  strong  compatibility, which  can form  more powerful  

algorithms when combined with other methods, such as double-weighted fuzzy gamma naive Bayes classification, 

fuzzy association naive Bayes classification complex network naive Bayes classification 

2. MODEL 

2.1 Bayes theory 

Bayesian theory is an important part of subjective Bayesian inductive theory. Bayesian  decision-making  is  to  

estimate  the  subjective  probability  of  some unknown  states  under  incomplete  information,  then  modify  the  

occurrence probability with the Bayesian formula, and finally make the optimal decision by using the expected value 

and modified probability. 

2.2 Naive Bayesian classification 

Naive Bayes classification is to use  the  maximum  likelihood  estimation principle to classify the sample into the 

most likely category . 

2.3 Feature-weighted naive Bayes classification algorithm 

It is generally believed that the more an attribute feature appears, the more important it is, and the greater the 

corresponding weight in the model. 

2.4 Laplace calibration 

There maybe a potential problem in formula when the number of training samples is small and the number of 

attributes is large, the training samples are not enough to cover so many attributes, so the number of samples of Aj =xj  

maybe 0, and the whole category conditional probability P(Ci | X) will be equal to 0.  If this happens frequently, it is 

impossible to achieve accurate classification. 

Therefore, it is very fragile to simply use the proportion to estimate the category conditional probability. The way to 

solve the problem is to use Laplacian calibration (Laplacian estimation), which can completely solve the problem that 

the category conditional probability is 0. At the sametime, this slight change does not change sample’sclassification. 
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3. RESULT AND DISCUSS 

3.1.1 Impact of sample size 

Suppose that the number of attributes is k = 5, the number of values of each attribute is q = 5, and the number of 

categories is C = 2. Ten thousand samples are  randomly  selected from the  standard normal  distribution N  (0,1),  

and the accuracy of the model is tested by gradually increasing the sample size. 

It can be seen from  that when the sample size is small, the accuracy rate of discrimination  analysis  fluctuates  

greatly, but with the  increase  of the  sample size, the fluctuation gradually becomes smaller, and the overall trend 

tends to be stable, with the accuracy reaching more than 99%. 

3.1.2 Impact  of sample attributes 

In the standard normal distribution N (0,1), 1000 samples are randomly selected, assuming that the number of 

categories is C  =  2, and the number of values of each attribute is q = 5. 

As can be seen from when the sample attribute is less than 400, the accuracy is above  95%,  which  remains  at  a  

high  level,  and  the  trend  is  stable;  when  the sample attribute is between 400 and 600, the accuracy drops 

precipitously; when the sample attribute is more than 600, the accuracy drops to about 50%, and the overall trend is 

stable. 

3.1.3 Impact of category 

In the standard normal distribution N (0,1), randomly select 1000. 

samples, assuming that the number of attributes is m = 5, and each attribute value is q = 5. 

when the number of categories is small (< 24), the accuracy remains above 95%, and the trend is stable; when the 

number of categories is large (24 – 60), the accuracy fluctuates greatly, and the stability is poor; when the number of 

categories further increases (> 60), the accuracy rate quickly drops to zero. 

3.2.1 Data collection and processing 

Based  on  the  random  sampling  of traffic  violation  cases  in  a  city  from January  2019  to   December  2019,  a  

total   of  115,482  samples  were   selected, including  30,340  samples  with  complete  data.  There  are  two  kinds  

of  traffic violations:  speeding  and  running  red  lights.  In  this  paper,  speeding  without running red lights is set as 

the first category, running red lights without speeding is set as the second category, speeding with running red lights is 

set as the third category, respectively, assigned to 0,  1, and 2; there are five reasons for traffic violations: whether 

driving with a license, gender, vehicle type, driving age, and weather. Among them, unlicensed driving is 0, licensed 

driving is 1; female driver is 0, male driver is 1; small car is 0, medium bus is 1, and large truck is 2; driving 

experience less than 1 year is 0, driving experience between 1 and 3 years is 1, and driving experience more than 3 

years is 2. It is 0 in sunny days, 1 in rainy days, 2 in foggy days, and 3 in snowy days. 

3.2.2 Import naive Bayes classification algorithm 

Using the improved naive  Bayes classification  algorithm for analysis this paper can draw the following conclusions: 

in the first, second, and third classes of traffic violations, 5097, 17,311, and 5501 samples are correct; the correct rate 

is 69.8%, 98.8%, and 99.7%; and the overall correct rate is 92.0%, which shows that the improved naive Bayes 

classification algorithm has a very high correct rate, especially in the second and third category. 

3.2.3 Naive Bayes classification algorithm 

In order  to  compare  with  the  improved  naive   Bayesian  classification algorithm, this paper uses the original naive 

Bayesian classification algorithm. 

3.2.4 Robustness test 

In order to continue to  compare  the   efficiency  of  the  improved   naive Bayesian classification algorithm, this 

paper uses logistic regression to compare. Because all variables are discrete selection variables and there are three 

values for dependent variables, multivariate logistic regression. 

4. DISCUSSION 

Through numerical  simulation,  we  found  that,  when  the  sample  size  is small, the accuracy rate of discrimination  

analysis of improved naive  Bayesian classification  algorithm  fluctuates  greatly, but with  the  increase  of the  

sample size, the fluctuation gradually becomes smaller, and the overall trend tends to be stable, with the accuracy 

reaching more than 99%; when the sample attribute is less than 400, the accuracy is above 95%, which remains at a 

high level, and the trend is stable; when the sample attribute is between 400 and 600, the accuracy drops precipitously; 

when the sample attribute is more than 600, the accuracy drops  to   about  50%,  and  the  overall  trend  is  stable;  

when   the  number  of categories  is  small  (< 24),  the  accuracy  remains  above  95%,  and  the  trend  is stable; 
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when the number of categories is large (24 – 60), the accuracy fluctuates greatly, and the stability is poor; when the 

number of categories further increases (> 60), the accuracy rate quickly drops to zero. 

Through empirical analysis, this paper found that, using the improved naïve Bayes classification algorithm for 

analysis, in the first, second, and third classes   of traffic violations, 5097, 17311, and 5501 samples are correct; the 

correct rate is 69.8%, 98.8%, and 99.7%; and the overall correct rate is 92.0%; using the naive   Bayes classification 

algorithm, the accuracy of the first, second, and third classes is 52.8%, 41.5%, 69.7%, respectively, and the overall 

accuracy of the discriminatory analysis is 49.4%. All the indexes are far lower than the results of the improved naive 

Bayesian classification algorithm. 

Through robustness analysis, we find that, using multiple logistic main effect regression, the correct rates of the first, 

second, and third classes are 37.7%, 90.0%, and 93.5%, respectively, and the overall correct rate is 78.1%; using the 

multiple logistic total factor regression, the correct rates of the first, second, and third classes are 45.9%, 91.9%, and 

94.5%, respectively, and the overall correct rate is 81.3%. Therefore, the multiple logistic total factor regression has a 

higher    accuracy than the main effect regression, but it is still far lower than the improved naive Bayes classification 

algorithm. 

5. CONCULSION 

In view of the shortcomings of the naive Bayesian classification algorithm, this paper improves the algorithm by using 

the feature weighting and Laplace calibration and obtains the improved naive Bayesian classification algorithm. The 

results show that  when  the   sample   size  is  large,  the   improved  naive  Bayesian   classification algorithm has a 

high accuracy of 99% and is very stable. When the sample attribute is less than 400, the accuracy rate is over 95%, 

and when the sample attribute is greater than 600, the accuracy rate of discrimination decreases to about 50%, and the 

trend is stable;  when  the  number  of  categories   is  less  than  24,  the  accuracy  rate  of discrimination analysis is 

maintained at least 95%, and the trend is stable; when the number is more than 60, the accuracy of discrimination is 

reduced to zero rapidly. Through  empirical  research,  it  is   found  that,   compared  with  the   original  naive 

Bayesian   classification   algorithm,   the   improved   naive   Bayesian   classification algorithm greatly improves the 

accuracy of discrimination analysis from 49.5 to 92%. Compared  with  the  multivariate  logistic  main  effect  

regression  and  multivariate logistic total factor regression, the improved naive Bayesian classification algorithm has 

higher accuracy. 
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