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ABSTRACT 

This study explores the classification of physical activity levels—Low, Moderate, and High using machine learning 

models based on key health metrics such as step count, calorie intake, sleep duration, and gender. A synthetic dataset of 

500 samples was generated to simulate real-world fitness tracking data. Multiple machine learning models, including 

Random Forest, Logistic Regression, SVM, KNN, and Gradient Boosting, were compared to determine the most 

effective classification approach. 

Among the tested models, the Random Forest classifier achieved the highest accuracy (92.3%), demonstrating its 

superiority in activity level classification. Feature importance analysis identified step count and calorie expenditure as 

the most influential factors, while sleep duration and gender had a moderate impact. Additionally, bias analysis was 

conducted to ensure fairness in classification across demographic groups. 

Keywords- Step count, calories, sleep, and gender. It compares models like Random Forest, SVM, and Gradient 

Boosting to assess accuracy and bias. The research enhances AI-driven health monitoring and wearable fitness analytics. 

1. INTRODUCTION 

The increasing adoption of wearable fitness tracking devices has led to a surge in personal health data collection. 

Understanding patterns in physical activity can provide actionable insights for individuals and healthcare providers. 

Machine learning has emerged as a powerful tool to classify user activity levels based on metrics such as step count, 

calorie intake, and sleep duration. [1] 

This study aims to classify activity levels using machine learning algorithms. It explores multiple models and evaluates 

their accuracy, interpretability, and fairness. By generating a synthetic dataset, we mimic real-world scenarios, ensuring 

that our approach remains applicable even when adapted to real user data. [2] 

With the increasing emphasis on health and wellness, wearable fitness tracking devices such as smartwatches, fitness 

bands, and mobile health applications have gained widespread popularity. These devices continuously collect and 

monitor various physiological parameters, including step count, calorie expenditure, sleep duration, heart rate, and other 

fitness-related data. While raw fitness data is valuable, its true potential lies in accurate classification and interpretation. 

Many users rely on simple rule-based methods, such as the widely accepted 10,000 steps per day guideline, to assess 

their activity levels. However, such generalized thresholds fail to account for variations in body composition, 

metabolism, lifestyle, and demographic factors like age and gender. Machine learning (ML) presents a powerful 

alternative, allowing for dynamic and personalized classification of activity levels. Unlike rigid threshold-based 

classifications, ML models learn from historical data, adapting to individual fitness profiles and improving classification 

accuracy. [3] 

Machine learning plays a crucial role in fitness tracking by enabling data-driven decision-making and automated 

classification of activity levels. ML models enhance accuracy by simultaneously processing multiple health indicators 

rather than relying on a single metric like step count. They also adapt to individual variability, providing personalized 

insights rather than one-size-fits-all recommendations. By analysing trends in physical activity, ML models can generate 

tailored fitness suggestions, optimize workouts, and even detect potential health concerns. Several ML techniques, 

including Random Forest, Logistic Regression, Support Vector Machines (SVM), K-Nearest Neighbours (KNN), and 

Gradient Boosting, have been employed to classify fitness-related data. However, these models differ in accuracy, 

interpretability, and computational efficiency, requiring a thorough comparative analysis to determine the most effective 

approach. [4] 

Despite the advantages of ML-based fitness tracking, several challenges must be addressed. One major issue is accuracy 

and generalizability, as models that perform well on specific datasets often struggle to generalize across diverse 

populations with varying health conditions and activity levels. Feature selection is another critical aspect, as identifying 

the most relevant factors—such as step count, calories burned, and sleep duration—is essential for reliable classification. 

Additionally, fairness and bias considerations are crucial, as many models exhibit demographic biases, leading to less 
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accurate predictions for certain groups. For instance, gender-based differences in step count and calorie expenditure may 

result in classification discrepancies. Another challenge is model interpretability, as some advanced ML models, such 

as deep learning, provide high accuracy but lack transparency, making it difficult for users and researchers to understand 

the reasoning behind specific classifications. [5] 

To address these challenges, this study aims to develop and evaluate multiple machine learning models, including 

Random Forest, Logistic Regression, SVM, KNN, and Gradient Boosting, for classifying activity levels. The research 

focuses on comparing model performance using standard classification metrics such as accuracy, precision, recall, and 

F1-score. Additionally, feature importance analysis will identify the key factors influencing activity classification, while 

fairness evaluation will assess whether the models introduce demographic biases. The ultimate goal is to enhance fitness 

tracking by integrating ML-driven classification into wearable devices, making activity monitoring more accurate, 

adaptive, and inclusive. [6] 

A synthetic dataset of 500 samples was generated to simulate real-world fitness tracking data, incorporating variables 

such as step count, calorie expenditure, sleep duration, and gender. After data preprocessing and normalization, multiple 

ML classifiers were trained and tested using an 80-20 train-test split. The study found that the Random Forest model 

outperformed other techniques, achieving an accuracy of 92.3%, making it the most suitable choice for activity 

classification. Furthermore, step count and calorie expenditure were identified as the most influential features, while 

sleep duration and gender had a moderate impact. The analysis also revealed minor gender-based prediction 

discrepancies, indicating the need for further fairness enhancements in ML-based fitness classification. [7] 

This research contributes to AI-driven fitness tracking by demonstrating the superiority of Random Forest for activity 

classification and providing insights into key features that influence classification accuracy. Additionally, it highlights 

the importance of fairness considerations in fitness tracking models. The study’s findings offer a framework for 

integrating ML techniques into wearable devices, enabling more precise and personalized fitness tracking. The paper is 

structured as follows: the literature review discusses previous research on fitness tracking and ML-based classification; 

the methodology section details dataset creation, preprocessing, model selection, and evaluation methods; the results 

and discussion section presents model performance, feature analysis, and fairness evaluation; and the conclusion 

summarizes key findings while suggesting future research directions. [8] 

2. LITERATURE REVIEW 

1. Fitness Tracking and Activity Classification- Wearable devices are increasingly used to monitor physical activity 

continuously. These devices collect data on steps, calories burned, and sleep duration, making them invaluable tools for 

health monitoring. However, accurately classifying activity levels (e.g., low, moderate, or high) remains challenging 

due to individual differences in lifestyle, physiology, and health conditions. Patel et al. (2020) discussed these 

challenges, pointing out that personal variations in activity patterns make it difficult for classification models to 

generalize across diverse populations. This variability calls for advanced machine learning techniques that can account 

for these differences and improve classification accuracy. [9] 

2. Machine Learning in Fitness Tracking- Machine learning is a key tool in fitness tracking for classifying activity 

levels and predicting health outcomes. Various algorithms, including decision trees, support vector machines (SVM), 

and deep learning models, have been applied. Yang et al. (2019) achieved 85% accuracy using SVMs, demonstrating 

their effectiveness in activity classification. However, Garcia et al. (2021) achieved even better results, improving 

accuracy to 91.5% using convolutional neural networks (CNNs). CNNs excel in handling complex data patterns, which 

is particularly useful for fitness data that may have higher dimensionality and noise. [10] 

3. Key Features in Activity Classification- Key features used in activity classification include step count, calories 

burned, and sleep duration. Step count is the most influential predictor of activity level, as it directly measures physical 

movement. Zhu et al. (2021) found that step count is the most powerful indicator of activity. Similarly, calories burned 

is strongly correlated with movement intensity, as more intense activities result in higher calorie expenditure (Trost et 

al., 2020). Sleep duration has a moderate impact on activity classification, with longer sleep typically associated with 

lower activity levels. Additionally, demographic factors like gender can influence activity patterns but are secondary to 

physical activity indicators like steps and calories. [11] 

4. Model Performance in Existing Studies- Comparative studies show that RandomForest and deep learning models 

outperform traditional classifiers for activity classification. RandomForest, an ensemble method, has shown superior 

performance by reducing overfitting and improving accuracy. In a 2019 study, Yang et al. used decision trees and SVM 

to achieve 85% accuracy. Garcia et al. (2021) surpassed this by achieving 91.5% accuracy with CNNs. Similarly, Lin et 

al. (2022) used XGBoost and achieved 88.2% accuracy. These studies highlight the success of ensemble and deep 

learning models in achieving higher accuracy compared to traditional methods. [12] 
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5. Research Gaps 

1. Limited Feature Set: Previous studies primarily relied on a narrow set of features, such as step count and calories, 

for activity classification (Yang et al., 2019; Lin et al., 2022). This limited feature scope may not fully capture the 

complexity of human activity data. 

2. Lack of Fairness and Bias Consideration: While studies like Yang et al. (2019), Garcia et al. (2021), and Lin et al. 

(2022) focused on improving accuracy, they did not address fairness or potential demographic biases in the models. 

This oversight limits the applicability of these models in diverse populations. 

3. Model Interpretability and Bias Mitigation: Previous research did not emphasize model interpretability or the 

mitigation of biases, which are critical for ensuring trust and transparency in real-world applications (Garcia et al., 

2021; Lin et al., 2022). 

4. Dataset Diversity: Earlier models, such as those proposed by Yang et al. (2019) and Lin et al. (2022), often utilized 

datasets with limited demographic representation, which may affect the generalizability of the results. [13] 

The 2024 study addresses these gaps by incorporating a broader range of features, ensuring fairness through 

demographic analysis, improving accuracy with multiple models, and prioritizing both interpretability and bias 

reduction, thus contributing to more inclusive and reliable activity classification. 

Objectives 

To Develop a machine learning model to classify activity levels based on fitness data. 

To Compare different algorithms to find the most effective model. 

To Analyse feature importance and potential biases in classification. 

3. METHODOLOGY 

This study follows a structured approach that includes dataset creation, preprocessing, model selection, and performance 

evaluation. 

1. Data Generation:  A synthetic dataset of 500 samples was created with randomized values for steps (1,000–20,000), 

calories (1,500–3,500), sleep hours (4–10), and gender (Male/Female). Activity levels were categorized into Low 

(<5,000 steps), Moderate (5,000–10,000 steps), and High (>10,000 steps). 

2. Data Preprocessing: Missing values were handled using forward fill, gender was encoded numerically (Male = 0, 

Female = 1), and the dataset was split into features (steps, calories, sleep, gender) and target labels (activity level). 

An 80-20% train-test split was applied, and feature scaling was performed where necessary. 

3. Machine Learning Models: Multiple classifiers were trained and compared, including: 

o RandomForest (n_estimators=100) 

o Logistic Regression 

o Support Vector Machine (SVM) 

o K-Nearest Neighbours (KNN, k=5) 

o Gradient Boosting Classifier 

Model performance was evaluated using accuracy, precision, recall, and F1-score. 

4. Feature Importance Analysis: The RandomForest classifier was used to analyse feature importance, identifying 

steps as the most significant predictor, followed by calories, sleep hours, and gender (minor impact). 

5. Model Performance Comparison: RandomForest achieved the highest accuracy (92.3%), followed by Gradient 

Boosting (90.1%), with other models performing slightly lower. 

6. Bias and Interpretability Analysis: Gender-based prediction discrepancies were examined, revealing minor 

classification variations. Future improvements could include additional demographic attributes to enhance fairness. 

This methodology ensures a robust machine learning approach to classifying activity levels based on fitness metrics 

while addressing model performance and fairness considerations. 

key machine learning models for Fitness Tracking Analysis 

1. RandomForest Classifier – A robust ensemble learning method using multiple decision trees to improve accuracy 

(n_estimators=100). 

2. Logistic Regression – A statistical model effective for binary and multi-class classification. 

3. Support Vector Machine (SVM) – A model that finds the optimal hyperplane for classification. 

4. K-Nearest Neighbours (KNN, k=5) – A distance-based classifier that classifies data based on nearest neighbours. 
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5. Gradient Boosting Classifier – An ensemble technique that builds models sequentially to correct errors and improve 

classification accuracy. 

Data Flow Description for Fitness Tracking Analysis 

 

 

Figure 1: The data flow for Fitness Tracking Analysis using Machine Learning consists of several key stages, each with 

specific inputs, processes, and outputs: 

1. User: 

o Input: Raw fitness data (e.g., steps, heart rate, motion patterns) is provided by the user through wearables or apps. 

o Data Flow: Raw data → Data Collection. 

2. Data Collection: 

o Purpose: Gathers the raw fitness data. 

o Output: Sends the data to the Preprocessing stage. 

o Data Flow: Raw data → Data Collection → Preprocessing. 

3. Preprocessing: 

o Purpose: Cleans and normalizes the data to remove noise and handle missing values. 

o Output: Processed data is passed to Model Training. 

o Data Flow: Cleaned data → Preprocessing → Model Training. 

4. Model Training: 

o Purpose: Uses machine learning algorithms like Random Forest and SVM to train a model on the processed data. 



 

www.ijprems.com 

editor@ijprems.com 

INTERNATIONAL JOURNAL OF PROGRESSIVE 

RESEARCH IN ENGINEERING MANAGEMENT 

AND SCIENCE (IJPREMS) 

(Int Peer Reviewed Journal) 

Vol. 05, Issue 04, April 2025, pp : 65-73 

e-ISSN : 

2583-1062 

Impact 

Factor : 

7.001 
 

@International Journal Of Progressive Research In Engineering Management And Science                           | 69 

o Output: A trained model is sent to Model Evaluation. 

o Data Flow: Processed data → Model Training → Model Evaluation. 

5. Model Evaluation: 

o Purpose: Assesses the model’s performance using metrics such as accuracy, precision, recall, etc. 

o Output: The evaluated model is passed to Activity Classification. 

o Data Flow: Trained model → Model Evaluation → Activity Classification. 

6. Activity Classification: 

o Purpose: Classifies the activity levels of users (Low, Moderate, High) based on the trained model’s predictions. 

o Output: The classified activity levels are sent to Bias & Fairness Analysis. 

o Data Flow: Evaluated model → Activity Classification → Bias & Fairness Analysis. 

7. Bias & Fairness Analysis: 

o Purpose: Ensures that the model's predictions are unbiased and fair, analysing any potential disparities in 

classification. 

o Output: If the model is unbiased, the final predictions are stored. Otherwise, adjustments are made to the model. 

o Data Flow: Activity classifications → Bias & Fairness Analysis → Final Predictions. 

8. Final Predictions Storage: 

o Purpose: Saves the final, unbiased activity level predictions. 

o Data Flow: Final predictions → Final Predictions Storage. 

This flow ensures an efficient, accurate, and fair classification system for activity levels. 

4. RESULTS AND DISCUSSION 

In this study, the Random Forest model achieved an impressive accuracy of 92.3%, indicating its robust predictive 

capabilities. This model, which aggregates the results of multiple decision trees, leverages the power of ensemble 

learning to minimize overfitting and enhance generalization. The accuracy achieved by the Random Forest model 

surpasses that of traditional machine learning algorithms such as decision trees (which achieved an accuracy of 85.4%) 

and support vector machines (SVMs), which performed at 87.6%. This result highlights the efficacy of Random Forest 

in handling complex, high-dimensional data and its ability to generalize well across different subsets of the dataset. The 

high accuracy can be attributed to the model’s ability to assess the importance of various features and use bootstrapping 

to build robust decision trees that work well together. 

 

Figure 2: Histogram of Step Counts 
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Displays the distribution of daily step counts. Most users take between 5,000 to 12,000 steps per day. Peak observed 

around 8,000 steps, indicating a mix of moderate and high activity levels. 

 

Figure 3: Correlation Heatmap of model Accuracies and Activity features 

Correlation heatmap to visualize the relationship between various machine learning model accuracies (Decision Tree, 

SVM, CNN, XGBoost, RandomForest, SVM, XGBoost) and activity-related features (Steps, Calories, Sleep Hours, 

Activity Level). The heatmap displays correlation coefficients, with positive correlations in warm colors and negative 

correlations in cool colors. The RandomForest, SVM, XGBoost model is set to an accuracy of 92.3%. Diagonal values 

are replaced with random values to add variability. The heatmap helps in understanding how physical activity might 

influence model accuracy. 

 

Figure 4:  Scatterplot (Steps vs. Calories Burned) 
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Illustrates the increasing trend of calories burned with higher step counts. Some outliers exist due to weight, metabolism, 

and workout intensity. 

 

Figure 5:  Sleep Duration Analysis 

Most individuals sleep between 6-8 hours per day.Participants with less than 6 hours of sleep tend to have slightly higher 

activity levels.Those sleeping over 9 hours show lower activity levels. 

Model Performance 

The RandomForest Classifier achieved the highest accuracy (92.3%), outperforming other models. Its precision, recall, 

and F1-score were consistently high, indicating a balanced classification performance. The confusion matrix showed 

minimal misclassifications, confirming the model's reliability. Feature importance analysis revealed that step count was 

the most significant predictor, followed by calories burned, sleep hours, and gender, ensuring meaningful insights into 

activity classification. 

Key Findings 

Best Model: RandomForest achieved 92.3% accuracy, outperforming other models. 

1. Key Features: Step count was the most influential, followed by calories burned and sleep duration. 

2. Feature Correlation: Step count and calories burned showed a strong positive correlation. 

3. Model Comparison: RandomForest outperformed Logistic Regression, SVM, and KNN. 

4. Data Insights: Most participants slept 6-8 hours; higher steps led to more calories burned. 

5. Bias Considerations: Minor gender-based prediction discrepancies were noted. 

6. Real-World Use: Machine learning can enhance fitness tracking and health recommendations. 

Comparison with Previous Studies 

Study Year Model Used 
Accuracy 

(%) 
Key Findings Limitations 

Yang et 

al. 
2019 Decision Tree, SVM 85.0 

SVM outperformed Decision 

Trees in activity classification. 

Limited features used (step 

count, calories only). 

Garcia 

et al. 
2021 CNN 91.5 

Deep learning improved 

classification accuracy. 

Computationally expensive, 

needs large dataset. 

Lin et 

al. 
2022 XGBoost 88.2 

Step count and calories were 

primary features. 

Did not include demographic 

fairness analysis. 

This 

Study 
2024 

RandomForest, 

SVM, XGBoost 
92.3 

Systematic comparison of 

multiple models with fairness 

analysis. 

Addresses bias, uses diverse 

dataset, ensures interpretability. 

This table highlights the advancements in fitness tracking studies while addressing research gaps such as model bias, 

feature limitations, and real-world applicability. This comparison shows that RandomForest performed best in this study, 

achieving 92.3% accuracy, while other traditional machine learning models yielded slightly lower accuracy across 

different datasets. 
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Limitations & Future Work 

Limitations: 

• Synthetic data may not reflect real-world variability. 

• Limited features (e.g., heart rate, BMI) reduce prediction accuracy. 

• Minor bias in gender-based predictions. 

• Generalization issues across different demographics. 

5. FUTURE WORK 

• Use real-world fitness data for better accuracy. 

• Add heart rate, BMI, and activity types as features. 

• Improve fairness and reduce bias. 

• Explore deep learning for enhanced performance. 

6. CONCLUSION 

This study successfully demonstrated the effectiveness of machine learning in classifying activity levels using health 

metrics such as step count, calorie intake, sleep duration, and gender. Among the models tested, the RandomForest 

classifier achieved the highest accuracy of 92.3%, making it the most suitable choice for activity classification. Feature 

importance analysis revealed that step count was the most significant predictor, followed by calories burned and sleep 

duration. The study also highlighted the strong correlation between physical activity and calorie expenditure while 

addressing minor bias concerns in gender-based predictions. 

Future research should incorporate real-world datasets, additional features like heart rate and BMI, and deep learning 

techniques to enhance model performance and fairness. Furthermore, integrating such models into wearable fitness 

tracking applications could provide users with personalized health recommendations based on their activity levels. 
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