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ABSTRACT 

Social media is a platform where many young people are getting bullied. As social networking sites are increasing, 

cyber bullying is also increasing day by day. To identify word similarities in the tweets made by bullies and make use 

of machine learning model and automatically detect social media bullying actions. The goal of this Paper is to show 

the implementation of software that will detect bullied tweets, posts, etc. A Machine Learning model is proposed to 

detect and prevent bullying on Twitter. SVM (Support Vector Machine) classifier is used for training and testing the 

social media bullying content and proposed approach can detect cyber bullies with high accuracy. 

Keywords: Cyberbullying, Bullying, Non-Bullying, SVM. 

1. INTRODUCTION 

The Internet has created never before seen opportunities for human interaction and socialization. In the past decade, 

social media, in particular, has had a popularity explosion. From MySpace to Facebook, Twitter, Flickr, and 

Instagram, people are connecting and interacting in a way that was previously impossible. The widespread usage of 

social media across people from all ages created a vast amount of data for several research topics, including 

recommender systems link visualization, and analysis of social networks. The growth of social media has created an 

excellent platform for communications and information sharing, it has also created a new platform for malicious 

activities, such as Spamming, trolling, and cyberbullying. According to the Cyberbullying Research Center, 

cyberbullying occurs when someone uses the technology to send messages to harass, mistreat, or threaten a person or 

a group. Unlike traditional bullying where aggression is a short and temporary face-to-face occurrence, cyberbullying 

contains hurtful messages that are present online for a long time. These messages can be accessed worldwide and are 

often irrevocable. Laws about cyberbullying and how it is handled differ from one place to another. the states 

incorporate cyberbullying into their bullying laws, and cyberbullying is considered a criminal offense in most of them. 

Popular social media platforms, such as Facebook and Twitter, are very vulnerable to cyberbullying due to the 

popularity of these social media sites. Although strict laws exist to punish cyberbullying, there are very less tools 

available to effectively comb at cyberbullying. Social media platforms provide users with the option to self-report 

abusive behavior and content in addition to providing tools to deal with bullying. For example, Twitter has features 

that include locking accounts for a brief period of time or banning the accounts when the behavior becomes 

unacceptable. The body of work produced by the research community with regard to cyberbullying in social networks 

also needs to be expanded to get better insights and help develop effective tools and techniques to tackle the issue. To 

identify cyberbullies in social media, we first need to understand how social media can be modeled. The common way 

of modeling relationship in social psychology is to represent it as a signed graph with positive edge that corresponds to 

the good intent and negative edge that corresponds to malicious intent between people. 

2. EXISTING SYSTEM 

The Existing System is based on supervised learning algorithm that solves classification problems and is based on the 

Bayes theorem. It is mostly used in text classification problems that necessitate a small training dataset. Supervised 

Learning Algorithm requires large time to process the data and it shows slower performance. Supervised Learning 

Algorithm cannot be implement on large training data set. 

DISADVANTAGES 

• Small data records are required to achieve a good result. 

• Shows lower performance than the other classifiers according to the type of problem. 

• Require More Time. 

3. PROPOSED SYSTEM 

In our proposed System we are using Support Vector Machine is a supervised classification of Machine Learning 

Algorithm. The Data Preprocessing will be performed on the fetched Tweets. Preprocessed tweets will be passed to 

SVM to calculate the probabilities of fetched tweets to check whether a fetched tweet is bullying or not. If the 

probability of fetched tweet lies in the range of 0 to 0.5, then the tweet will not be considered as a bullied tweet.  If the 

probability of the fetched tweet is above 0.5, it will be added to the database and then further 10 tweets. From that 
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users' timeline will be fetched, because it cannot directly say the person is bullying someone or not because it is might 

possible he's having a conversation with his friend hence to make sure whether he was bullying someone or not we 

will fetch last 10 tweets from his timeline and preprocessing will be performed over the tweets. Again, the list of 

user’s tweets will be passed to the SVM is to predict the results of the tweets. And again, the average probability of 

that user’s tweets will be calculated and if it lies above 0.5 then it will be considered as a bullied tweet and it will be 

recorded in our database and proposed approach can detect cyber bullies with high accuracy. 

 

Figure 1: Architecture Diagram of Proposed System 

 ADVANTAGES 

• The accuracy for detecting cyber bullying content has also been great for Support Vector Machine. 

• The model will help people from the attacks of social media bullies. 

4. METHODOLOGY 

This paper will helps to overcome the problem of bullying users and non-bullying users. In our model we have already 

stored some predefined bullying words. From Twitter dataset the data’s are send to preprocessing stage once it send 

then it preprocess the data and send it to the predefined dataset then the data’s are send to the SVM classifier the SVM 

classifier separate the data from the predefined data, So SVM classifier divides the data into two categories bullying 

users and non-bullying users.  

5. RESULT 

In our research, if the user uses the bullying words on tweet or comment section the user blocked automatically, then 

the user comment is below the probability, the admin has the rights to unblock the user. 

6. CONCLUSION 

The digital revolution and the rise of social media enabled great advances in communication platforms and social 

interactions, a wider proliferation of harmful behavior known as bullying has also emerged. Aiming to address this 

bullying, this thesis presents a novel framework to identify bully users from the Twitter social network. The extensive 

research on bullying and non-bullying users for better understanding of the relationships between users in social 

media, to build a SVM based on bullying tendencies. In our experimental research, the evaluation of our proposed 

SVM methodology to detect bullies from twitter. The experimental results show that our approach achieves high 

accuracy, is scalable, and is precise in detecting bullies from the dataset. Overall, the objective of this  work is to 

design and implement an efficient and scalable approach for identifying bullies on the Twitter network with high 

accuracy. 

7. FUTURE WORK 

This approach focuses on extracting bullying and non-bullying users from the predefined dataset with the help of 

SVM classifier. In future will implement emojis, stickers and images. 
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