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*Abstract*— This paper offers a comparative study and analysis between two of the most prominent approaches in quantum machine learning: QSVMs and QNNs. The latter is quantized adaptation from classical SVM, which relies on some of the principles of quantum computing to enrich classification and regression tasks. QNNs combine neural network architectures with quantum computation and might thus potentially achieve exponential speedups on training and inference. We analyze the theoretical foundations, behavior over different datasets, and scalability of these architectures. In this work, we outline the strengths and weaknesses of QSVM and QNN and the potential future use cases in which they may be used to tackle complex high-dimensional machine learning problems.
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# INTRODUCTION

Quantum computing has emerged as a promising field that offers potential breakthroughs in various domains, including machine learning. Machine learning algorithms cannot be implemented into big high-dimensional data due to their limitations in computational complexity. QML computes faster and more efficiently using quantum algorithms. QML techniques can be divided into two major approaches: QSVM and QNN. QSVM is the adaptation of classical support vector machines to quantum frameworks, which offer advantages in solving the problems of classification as well as regression. QNN merges the architecture of neural networks with quantum computation, enabling faster training and inference.

In this paper, we compare a comprehensive study of QSVM and QNN in their theoretical foundations, practical approaches, and performances in many tasks. From there, we hope to generate insight in their utility for various applications in quantum machine learning-from their strengths and weaknesses, and their scalability.

## PURPOSE

The purpose of this research paper is to conduct a comprehensive comparative analysis of Quantum Support Vector Machines (QSVM) and Quantum Neural Networks (QNN) in the context of quantum machine learning. By evaluating their theoretical frameworks, performance metrics, and practical applications, this study aims to identify the strengths, limitations, and potential use cases of both

approaches. The goal is to provide a clear understanding of which method is more suitable for specific machine learning tasks, particularly in handling complex, high-dimensional data, and to offer insights into the future development of quantum machine learning technologies.

## IMPORTANCE OF STUDY

The study of Quantum Support Vector Machines (QSVM) versus Quantum Neural Networks (QNN) is important due to the growing need for efficient machine learning algorithms capable of handling complex, high-dimensional data in the quantum era. As quantum computing advances, it holds the potential to dramatically improve the speed and accuracy of machine learning tasks. Understanding the strengths and limitations of QSVM and QNN is crucial for guiding the development of quantum algorithms suited for real-world applications such as big data analytics, AI, and optimization problems. This comparative study will inform researchers, developers, and industry professionals on which quantum approach may be better suited for specific tasks, fostering the future of quantum machine learning.

# LITERATURE REVIEW

Some of the recent inventions in quantum machine learning (QML) have led towards propositional algorithms development like Quantum Support Vector Machines (QSVM) and Quantum Neural Networks (QNN). QSVM has shown such cases where it outperforms its classical version, SVM, both in terms of efficiency and also speed. For example, Huang et al. (2021) shows that when QSVM is compared to its classical SVM, it yields exponential speedup for some classification problems depending upon the quantum superposition property as well as entanglement.

QNNs have garnered much attention because they have managed to model complex data distributions. There was a work made by Mitarai et al. in 2023 on the introduction of parameterized quantum circuits as QNNs. The research showed that these models could find solutions for other functions more efficiently than those found by classical neural networks, winning competitive accuracy in specific tasks like image classification that leverage quantum parallelism.

Further discussions on QSVM and QNN were further undertaken in terms of their theoretical frameworks and practical implementations such as Ristè et al. (2022). Accordingly, it is noted that QSVM outperforms the other models in low-dimensional feature spaces, while the performance of QNN is better than that in high-dimensional data scenarios, particularly when deep architectures are used.

In general, QSVM and QNN have specific strengths and applications that depend on the tasks and characteristics of the data. This comparative study tries to synthesize findings for sharper insight in determining the best use cases for each approach in the increasingly dynamic world of quantum machine learning.

# METHODOLOGY

This study employs a systematic approach for the comparative analysis of QSVM and QNN in terms of theoretical basis, performance measurement, and practical implementation. Literature review is done in relation to the previous literature or studies carried out prior to this study in order to gather the existing knowledge and ascertain the key characteristics of QSVM and QNN. Analytical studies are made upon the theoretical frameworks of both approaches by considering the underlying principles and operation mechanisms of the approaches. A series of empirical experiments are then designed to compare the performances over benchmarked datasets for classification task problems, such as the Iris dataset, and image recognition tasks, including MNIST. The quantum simulators and platforms for quantum computing that are available are used for these reproducible and reliable experiments. When comparing, reasonable care is taken to meticulously record and analyze performance in terms of accuracy, training time, and scalability. The results' significance is evaluated by conducting statistical tests. Finally, the understanding derived from theoretical analysis as well as empirical results is integrated to provide a holistic view of the strengths, weaknesses, and relevant applicability of QSVM and QNN to quantum machine learning.

## TESTING

For the testing phase of our research, we carefully selected datasets suitable for benchmarking the performance of Quantum Support Vector Machines (QSVM) and Quantum Neural Networks (QNN).

Dataset selection is of paramount importance for validating the performance of QSVM and QNN models. We mainly rely on the classical benchmark datasets used in previous traditional machine learning research, such as the Iris dataset, MNIST, and the Wine dataset, as well as specific quantum datasets to assess the adaptability of models in different scenarios. The datasets we used in our experiments are:

Classical datasets: To be able to have a fair comparison with classical SVMs and Neural Networks.

Iris, MNIST, Wine Classification Dataset

Quantum-specific datasets: These are created based on quantum states and measurements from quantum systems.

Quantum Random Access Code (QRAC)

Quantum Circuit Simulation Data

Model Implementation

The quantum models, QSVM and QNN, are implemented using the following frameworks:

QSVM: Implemented using Qiskit Aqua (IBM's quantum computing SDK).

QNN: Implemented using PennyLane and TensorFlow Quantum.

For the overall performance evaluation, we used accuracy, precision, recall, and F1 score as our key performance metrics to fully assess the performance of the efficacy of the model. This comparison provides insights into relative weaknesses and strengths for each approach applied in real-world quantum environments.

## ANALYSIS

In this section, we analyze the performance of QSVM and QNN using different datasets and methods. Analysis was conducted on the following performance metrics: accuracy, precision, recall, F1-score, circuit depth, qubit count and execution time. Here are the results and observations.

Comparative results for QSVM and QNN:

|  |  |  |
| --- | --- | --- |
| Metric  | QSVM | QNN |
| Accuracy (%) | 89.3 | 91.5 |
| Precision (%) | 87.5 | 90.8 |
| Recall (%) | 88.9 | 91.2 |
| F1-score (%) | 88.2 | 91 |
| Circuit Depth (Avg) | 20 | 35 |
| Qubit Count | 4 | 8 |
| Execution Time (ms) | 150 | 240 |

Table 3.1

The table 3.1 represents a comparative analysis of performance metrics between Quantum Support Vector Machines (QSVM) and Quantum Neural Networks (QNN). In terms of accuracy, QNN outperforms QSVM, achieving an accuracy of 91.5% compared to QSVM’s 89.3%. This trend continues across other metrics, with QNN also showing higher precision (90.8% vs. 87.5%), recall (91.2% vs. 88.9%), and F1 score (91.0% vs. 88.2%).

But these performance advantages come at a cost in the number of levels or complexity. The average depth of the circuit of QNN is a lot higher, at 35, whereas QSVM's stands at 20, which suggests that QNN uses more quantum gates to achieve its outcome. Secondly, it requires double the number of qubits to implement, that is 8 against 4 for QSVM, which reflects a much more complex architecture. The execution time also favors QSVM, taking an average of 150 ms compared to 240 ms for QNN. In summary, even though QNN finds better performance metrics, QSVM results in more efficiency and fewer requirements for the resources, meaning that performance and operational constraints in quantum computing should be considered in making a selection from one of the models.

Key performance aspects of QSVM and QNN

|  |  |  |
| --- | --- | --- |
| Metric | QSVM | QNN |
| Accuracy (Average) | Higher for simple datasets | Higher for complex datasets |
| Circuit Depth | Shallow | Deeper |
| Qubit Count | Fewer | More |
| Noise Sensitivity | Higher | Lower (with mitigation) |
| Execution Time | Faster | Slower |
| Scalability | Limited | Better for larger datasets |
| Training Complexity | Simpler | More computationally intensive |

Table 3.2

The above given Table 3.2, shows the summarization of key performance aspects of QSVM and QNN

# RESULT

 Result for QSVM vs. QNN

Fig. 4.1

The above graph shows the performance of QSVM and QNN comparatively on multiple key metrics. Quantum Neural Networks were able to achieve accuracy of 91.5%, where QSVM only had 89.3%. The pattern proceeds in precision, recall, and F1-score, in which QNN stands better than QSVM in all, indicating its increased capability to deal with high levels of complexity in data patterns. But however, QSVM outperforms in circuit depth and qubit count as averages of 20 and 4, versus the greater demands QNN wants, that are 35 and 8, respectively. Also, QSVM takes 150 ms to run compared to QNN's 240 ms. Hence, while QNN indicates higher accuracy and efficiency in classification, QSVM provides a more efficient solution at least from the resource utilization and running time perspective, which points towards trade-offs between model complexity and computational efficiency characterizing quantum machine learning.

In summary, QNNs are superior to QSVMs when compared using predictive strength, but QSVMs are preferable where computation and speed of execution are important issues.

#  CONCLUSION

In this research, QSVM and QNN are promising frameworks for a step ahead in quantum machine learning that differ from one another somehow, with specific advantages and applications for each framework. QSVM is better for tasks requiring significant robustness in classification using principles of quantum computation to make improved efficiency and accuracy in high-dimensional spaces. Its well-established theoretical basis makes it an ideal choice for problems that entail an essential need for interpretability as well as the maximization of the margin.
On the other hand, QNN is an emerging promising candidate for modeling complex relationship and patterns within the data, just as in the case of its classical counterpart but with further benefits of quantum parallelism and entanglement. This capability allows QNNs to process complex data sets in ways that, consequently, can be helpful for tasks involving unstructured data such as images or natural language.
Ultimately, it will depend on the objectives of research and the nature of the data under scrutiny. An appropriate comparison between QSVM and QNN will allow insight into the relative performance for such tasks, giving the researchers a clear direction in which to choose the best quantum machine learning approach available for their needs. Further exploratory work on hybrid models that combine QSVM with the strength of QNN may open up the door to even more powerful quantum algorithms for the next iteration of quantum machine learning.

# LIMITATION

In conducting a comparative study and analysis of Quantum Support Vector Machines (QSVM) and Quantum Neural Networks (QNN), several limitations are acknowledged. First, the current research in quantum machine learning is still in its nascent stages, and the algorithms available are often theoretical or in preliminary experimental phases. This lack of maturity can lead to difficulties in obtaining consistent and reliable performance metrics for both QSVM and QNN. Additionally, the choice of quantum hardware can significantly impact the performance of these algorithms, as different quantum systems may exhibit varying levels of noise, coherence time, and gate fidelity. This variability can complicate direct comparisons and hinder the generalizability of findings. Furthermore, the scalability of both QSVM and QNN remains a concern; while quantum advantage is often cited in small-scale experiments, the practical application of these methods in larger datasets or real-world scenarios is still unproven. Lastly, the complexity of implementing quantum algorithms, coupled with the need for specialized knowledge in both quantum computing and machine learning, poses a barrier to widespread adoption and comparative evaluation. These limitations must be considered when interpreting the results and implications of the study.

# FUTURE SCOPE

The future scope of research in the comparative study and analysis for QSVM and QNN seems very promising, with many avenues still open for exploration, which could seriously advance the field of quantum machine learning. Optimization of quantum algorithms to improve scalability and performance on larger datasets probably is one area of that future. The development of error correction and fault tolerance in quantum hardware will allow QSVM and QNN to be further perfected in exploiting these developments. It also depends on the interdisciplinary collaboration of quantum computing and their application domains such as finance, healthcare, and materials science to point out certain use cases where QSVM and QNN would demonstratively outperform their classical counterparts for practical implementations. One can further explore the hybrid quantum-classical approach that uses QSVM and QNN strengths while minimizing their individual limitations. In addition, standardization of performance metrics and benchmarks in quantum machine learning will improve the substantial comparison between QSVM and QNN to steer research toward the optimal choice of the algorithm. For further progress in quantum machine learning, future research should challenge and seize opportunities like these.
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