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Abstract
In recent years, the use of artificial intelligence (AI) in fitness and wellness applications has gained significant traction, particularly in the realm of exercise form assessment and correction. This research focuses on developing a robust system for classifying yoga poses using a combination of MediaPipe for pose detection and Artificial Neural Networks (ANNs) implemented in PyTorch. Unlike traditional image-based classification techniques, which often require computationally intensive deep learning models like Convolutional Neural Networks (CNNs), our approach leverages lightweight pose estimation via MediaPipe to extract body keypoints. These keypoints serve as the input features to a simpler ANN, allowing for efficient classification with reduced computational overhead.
The proposed system involves extracting 33 body landmarks for each yoga pose using MediaPipe, which includes coordinates (x, y, z) and visibility scores. These keypoints are then preprocessed and fed into a custom ANN built using PyTorch. The ANN is designed to classify multiple common yoga poses with high accuracy. The model architecture consists of an input layer corresponding to the extracted features, followed by multiple hidden layers with non-linear activation functions, and a final output layer using a softmax function for multi-class classification.
We trained and evaluated our model on a dataset containing labeled images of various yoga poses. The results demonstrate that our approach achieves an accuracy of over 80% in classifying poses such as Tadasana (Mountain Pose), Vrikshasana (Tree Pose), and Bhujangasana (Cobra Pose). The system shows resilience to variations in camera angle, lighting conditions, and user body types, making it applicable for real-world scenarios such as virtual yoga assistants, fitness apps, and personalized wellness coaching.
Furthermore, the use of MediaPipe for feature extraction significantly reduces the computational cost compared to traditional image classification approaches, allowing the model to run efficiently on standard consumer hardware, such as smartphones and laptops. This efficiency opens the door to real-time applications, enabling users to receive immediate feedback on their yoga practice.
1. Introduction
The practice of yoga has become increasingly popular worldwide due to its numerous health benefits, including improved flexibility, strength, and mental well-being. However, performing yoga poses correctly is crucial to maximizing these benefits and minimizing the risk of injury. Traditionally, guidance on yoga form and posture has been provided by in-person instructors. However, the growing adoption of digital platforms for fitness, especially in the wake of the COVID-19 pandemic, has fueled the need for automated systems capable of assessing yoga poses in real-time. This shift has created new opportunities for leveraging artificial intelligence (AI) to classify and evaluate yoga poses, empowering users to practice safely at home without constant supervision.
One of the main challenges in developing automated systems for pose classification is ensuring that they are both accurate and efficient. Traditional computer vision techniques that rely on full image processing, such as Convolutional Neural Networks (CNNs), can be computationally expensive and require large datasets to achieve high accuracy. In addition, these models often struggle with variations in lighting, background clutter, and differences in camera angles. To address these challenges, this research utilizes a combination of MediaPipe and Artificial Neural Networks (ANNs) to achieve efficient and accurate classification of yoga poses.
MediaPipe, developed by Google, is an open-source framework for real-time perception tasks such as human pose estimation. It efficiently detects 33 key body landmarks, including joint coordinates, from images or video streams, reducing the need for complex image processing. These pose landmarks serve as simplified yet highly informative features that can be used to train AI models for pose classification. By focusing on body landmarks rather than raw image data, we can significantly reduce the computational load, making the system suitable for real-time applications on devices with limited resources, such as smartphones and laptops.
On the other hand, Artificial Neural Networks (ANNs) offer a flexible and powerful approach to learning patterns from numerical data. In this study, we leverage ANNs implemented in PyTorch to classify yoga poses based on the landmarks extracted by MediaPipe. Unlike deeper models like CNNs or Recurrent Neural Networks (RNNs), ANNs are simpler and require less computational power, making them ideal for applications where efficiency is a priority. By combining the strengths of MediaPipe and ANN, we aim to create a robust system capable of accurately classifying various yoga poses in real-time.
The objective of this research is to develop an end-to-end solution for yoga pose classification that balances accuracy, speed, and efficiency. This system can be integrated into fitness applications to provide users with instant feedback on their yoga practice, thus enhancing their experience and reducing the risk of injury. To achieve this, we extract keypoints from images using MediaPipe, preprocess the data, and train an ANN to recognize different yoga poses. The system is evaluated on a dataset containing multiple yoga poses, with the goal of achieving high accuracy and robustness across various conditions, such as changes in lighting, background, and user body types.
In summary, the contributions of this paper are as follows:
1. We introduce a lightweight, efficient approach for yoga pose classification using MediaPipe for pose detection and an ANN for classification.
2. We demonstrate the effectiveness of using pose landmarks instead of raw image data, significantly reducing the computational cost.
3. We evaluate the performance of our model on a dataset of yoga poses and show that it achieves high accuracy with real-time performance capabilities.

2. Related Work

The classification and recognition of human poses have been extensively studied in the fields of computer vision, machine learning, and artificial intelligence. With the increasing popularity of fitness applications, research on accurate and efficient pose classification, particularly for yoga poses, has gained significant traction. This section reviews the existing approaches to pose estimation and classification, highlighting the advantages and limitations of these methods. It also discusses recent advancements in the use of lightweight frameworks like MediaPipe and neural networks for real-time applications.

2.1 Traditional Image-Based Approaches

Early efforts in pose classification relied on image processing and classical machine learning techniques, such as Support Vector Machines (SVMs) and k-Nearest Neighbors (k-NN). These methods typically used handcrafted features, such as Histogram of Oriented Gradients (HOG) or Scale-Invariant Feature Transform (SIFT), to extract information from images. Although effective for simple tasks, these techniques struggled with the complexities of real-world yoga poses, where variations in lighting, background, and user appearance can introduce significant noise.

To overcome the limitations of handcrafted features, researchers began exploring deep learning models, particularly Convolutional Neural Networks (CNNs). CNNs excel at learning hierarchical features directly from raw image data, enabling more robust pose recognition. For instance, studies have demonstrated the effectiveness of CNN-based architectures like VGGNet and ResNet in detecting yoga poses with high accuracy. However, these models are computationally intensive, making them unsuitable for real-time applications on devices with limited processing power, such as smartphones and tablets.

2.2 Pose Estimation with Keypoint Detection

To reduce the computational load associated with CNNs, researchers have turned to keypoint-based pose estimation techniques. The idea is to extract a set of body landmarks (e.g., joints, elbows, knees) and use these coordinates as input features for classification. Keypoint-based approaches are advantageous because they reduce the dimensionality of the input data, allowing for faster and more efficient processing. 

Several open-source frameworks, such as OpenPose and PoseNet, have been widely adopted for real-time pose estimation. However, these models often require significant computational resources and may not be optimized for mobile devices. In contrast, MediaPipe, developed by Google, provides a lightweight solution that can detect 33 body landmarks in real-time using a streamlined architecture. MediaPipe's efficiency makes it ideal for applications where real-time performance is essential, such as interactive fitness applications and virtual trainers.

2.3 Yoga Pose Classification Using Deep Learning

While pose estimation frameworks like MediaPipe can extract landmarks, they do not inherently classify poses. To address this gap, researchers have combined keypoint detection with machine learning models to classify specific activities, such as yoga poses. A common approach involves feeding the extracted keypoints into classifiers like Decision Trees, SVMs, or fully connected neural networks.

Recent studies have explored the use of deep learning models for yoga pose classification. A study utilized a combination of CNNs and Recurrent Neural Networks (RNNs) to classify yoga poses, achieving high accuracy but at the cost of increased model complexity and computational demand. Other researchers have explored the use of Long Short-Term Memory (LSTM) networks to leverage temporal information in yoga sequences. However, these approaches often require large datasets and are less efficient for real-time applications due to their reliance on sequential data processing.

2.4 Use of Artificial Neural Networks (ANNs) for Lightweight Classification

Given the limitations of complex models, there has been a growing interest in using simpler models, such as Artificial Neural Networks (ANNs), for pose classification. ANNs are well-suited for tasks where the input features are already extracted and preprocessed, such as the 2D coordinates of keypoints provided by MediaPipe. Several studies have demonstrated the effectiveness of ANNs in activity recognition tasks by using keypoint data to classify exercises, dance movements, and even sign language gestures.

For yoga pose classification, the use of ANNs offers a promising balance between accuracy and computational efficiency. By leveraging the extracted keypoints from MediaPipe, an ANN can quickly classify poses without the need for intensive image processing. This approach allows for real-time performance on standard consumer hardware, making it ideal for mobile fitness applications and real-time feedback systems.

2.5 Summary and Research Gap

While previous studies have explored the use of deep learning models for pose classification, they often prioritize accuracy over computational efficiency, making them impractical for real-time applications on resource-constrained devices. Keypoint-based approaches, particularly those leveraging lightweight frameworks like MediaPipe, present an opportunity to bridge this gap. However, the integration of MediaPipe with simpler yet effective classification models, such as ANNs, remains underexplored in the context of yoga pose classification.

This research aims to fill this gap by developing a yoga pose classifier that combines the efficiency of MediaPipe for keypoint extraction with the flexibility of an ANN implemented in PyTorch. The proposed approach not only achieves high classification accuracy but also operates efficiently in real-time, making it suitable for integration into fitness and wellness applications.

3. Methodology

The primary objective of this research is to develop an efficient system for classifying yoga poses using a combination of MediaPipe for pose detection and an Artificial Neural Network (ANN) implemented in PyTorch. This section details the methodology used to achieve accurate yoga pose classification, including data collection, preprocessing, feature extraction, and the design of the neural network model.

3.1 Data Collection and Preprocessing

3.1.1 Data Collection
To build a robust classifier, we utilized a dataset containing images and videos of individuals performing various yoga poses. The dataset includes a diverse range of poses such as Tadasana (Mountain Pose), Vrikshasana (Tree Pose), Bhujangasana (Cobra Pose), and several others. These poses were selected for their distinct postures and widespread use in yoga practice. 

- Data Sources: The dataset was compiled from publicly available sources, including the Yoga-82 dataset, Kaggle and other open-source yoga pose collections.
- Class Distribution: Care was taken to ensure that the dataset was balanced, with an approximately equal number of samples for each pose to prevent bias in the model.
- Environment: Data was captured under various conditions, including different backgrounds, lighting settings, and camera angles, to improve model generalization.

3.1.2 Preprocessing
Before feeding the data into the model, several preprocessing steps were performed:
- Pose Detection: We used MediaPipe's pose estimation model to extract 33 key landmarks (such as the shoulders, elbows, hips, knees, and ankles) from each image.
- Normalization: The extracted landmarks, represented as (x, y, z) coordinates, were normalized to account for variations in image resolution and subject height. This was achieved by scaling the coordinates relative to the dimensions of the image.
- Feature Selection: Since depth (z-coordinate) and visibility scores were found to be less informative for classification, only the (x, y) coordinates of the landmarks were used.
- Data Augmentation: To enhance the robustness of the model, data augmentation techniques such as rotation, scaling, and flipping were applied to the landmark coordinates.

3.2 Feature Extraction Using MediaPipe

3.2.1 MediaPipe Pose Estimation
The MediaPipe framework was used to extract 33 keypoints from each yoga pose image. These keypoints include crucial joints such as the shoulders, elbows, hips, and knees, which capture the body's posture. MediaPipe efficiently estimates these landmarks with low latency, making it suitable for real-time applications.

3.2.2 Keypoint Processing
- Each image or video frame was processed to obtain the (x, y) coordinates of all 33 landmarks.
- The coordinates were flattened into a 66-dimensional feature vector (33 keypoints × 2 coordinates).
- These feature vectors were then normalized to ensure consistency across different subjects and variations in image scale.

3.3 Artificial Neural Network (ANN) Model Design

3.3.1 Architecture
The extracted feature vectors from MediaPipe serve as input to a fully connected Artificial Neural Network (ANN) designed using PyTorch. The architecture of the model is outlined as follows:

- Input Layer: 99 input nodes corresponding to the (x, y) coordinates of the 33 keypoints.
- Hidden Layers: 
  - Two hidden layers were used, each with 128 neurons.
  - Rectified Linear Unit (ReLU) activation functions were applied to introduce non-linearity.
  - Dropout layers (with a dropout rate of 0.3) were added to prevent overfitting.
- Output Layer: 
  - The output layer consists of neurons equal to the number of yoga poses to be classified (e.g., 10 classes).
  - A Softmax activation function was used to convert the output into probabilities for multi-class classification.

3.3.2 Loss Function and Optimization
- Loss Function: Cross-Entropy Loss was used as the objective function, as it is suitable for multi-class classification tasks.
- Optimizer: The Adam optimizer was chosen due to its efficiency in handling sparse gradients and adaptive learning rates.
- Learning Rate: A learning rate of 0.001 was set, with adjustments made using a learning rate scheduler based on validation loss.


3.4 Model Training and Evaluation

3.4.1 Data Splitting
- The dataset was split into training (70%), validation (15%), and test (15%) subsets to evaluate the model's performance.
- Stratified sampling was used to ensure that each subset maintained the same class distribution.

3.4.2 Training Process
- The model was trained for 50 epochs with a batch size of 32.
- Early stopping was employed to halt training if the validation loss did not improve for 10 consecutive epochs, reducing the risk of overfitting.
- The training process was accelerated using GPU support, where available.

3.4.3 Evaluation Metrics
To assess the performance of the classifier, several metrics were used:
- Accuracy: The overall percentage of correctly classified poses.
- Precision, Recall, and F1-score: These metrics were calculated for each class to evaluate the model's performance on individual yoga poses.
- Confusion Matrix: A confusion matrix was used to identify misclassified poses and analyze patterns in errors.

3.5 Implementation Environment

3.5.1 Tools and Libraries
- Python: For scripting and model development.
- PyTorch: For building and training the ANN model.
- MediaPipe: For extracting pose landmarks.
- NumPy and Pandas: For data manipulation and preprocessing.
- Matplotlib: For visualizing results, such as confusion matrices.

3.5.2 Hardware Specifications
The model was trained on a system with the following specifications:
- Processor: Intel Core i7 / AMD equivalent
- GPU: NVIDIA GTX 1080 or higher
- RAM: 16GB


4. Implementation

This section details the practical implementation of the yoga pose classification system, focusing on data preprocessing, model training, and evaluation using MediaPipe and PyTorch. The implementation was carried out using Python, leveraging libraries such as PyTorch for deep learning and MediaPipe for pose estimation.

4.1 Data Preprocessing Pipeline

The first step in the implementation process involved extracting keypoints from yoga pose images using MediaPipe and transforming these keypoints into a format suitable for training an Artificial Neural Network (ANN).

4.1.1 Pose Estimation with MediaPipe
- Pose Detection: We utilized MediaPipe’s pre-trained pose detection model to extract 33 key landmarks from each image. The landmarks correspond to important joints and body parts (e.g., shoulders, elbows, hips, knees).
- Keypoint Extraction: The (x, y) coordinates of the detected landmarks were stored, resulting in a 66-dimensional feature vector (33 landmarks × 2 coordinates).
- Normalization: To ensure consistency across different images, the coordinates were normalized by dividing by the width and height of the image. This normalization process made the feature vectors invariant to the size of the input image.
- Data Augmentation: To improve the robustness of the model, various data augmentation techniques were applied:
  - Random rotations (±10 degrees).
  - Horizontal flipping to simulate mirrored poses.
  - Random scaling to account for distance variations.

4.2 Artificial Neural Network (ANN) Model in PyTorch

The extracted keypoints were used as input features for an ANN model developed using PyTorch. The ANN was designed to classify the yoga poses based on the provided feature vectors.

4.2.1 Model Architecture
- Input Layer: 66 input nodes corresponding to the flattened keypoint coordinates.
- Hidden Layers: 
  - Two hidden layers with 128 neurons each, using the Rectified Linear Unit (ReLU) activation function.
  - Dropout layers with a dropout rate of 0.3 were included to reduce overfitting.
- Output Layer: A Softmax layer with the number of neurons equal to the number of classes (e.g., 10 yoga poses).
  
4.3 Model Training

4.3.1 Data Preparation
- The dataset was split into training (70%), validation (15%), and test (15%) subsets.
- The data was loaded into PyTorch using `DataLoader` to efficiently manage mini-batches during training.

4.3.2 Training Process
- The model was trained using the Adam optimizer with a learning rate of 0.001 and Cross-Entropy Loss as the loss function.
- Training was conducted over 50 epochs with a batch size of 32. Early stopping was used to prevent overfitting, with training stopping if validation loss did not improve for 10 consecutive epochs.

4.4 Model Evaluation

4.4.1 Performance Metrics
- The model was evaluated using various metrics, including accuracy, precision, recall, and F1-score.
- A confusion matrix was generated to analyze the misclassifications among different yoga poses.

4.4.2 Testing the Model
- The best model (based on validation loss) was loaded and evaluated on the test set.
- The model achieved an overall accuracy of over 90% on the test dataset.


4.5 Real-Time Pose Classification

To demonstrate the practical applicability of our model, we implemented a real-time yoga pose classifier using a webcam feed:
- MediaPipe was used to extract keypoints in real-time.
- The ANN model classified the current pose and displayed the results on the screen.

5. Results and Analysis

In this section, we present the results of the yoga pose classification system and analyze its performance based on various metrics. We evaluate the system's accuracy, robustness, and efficiency on the test dataset and examine its ability to classify multiple yoga poses in real-time.

5.1 Model Performance on the Test Dataset

After training the Artificial Neural Network (ANN) using the PyTorch framework, the model was evaluated on a previously unseen test dataset. The key performance metrics used for evaluation include accuracy, precision, recall, F1-score, and a confusion matrix.

5.1.1 Classification Accuracy
- The model achieved an overall accuracy of 80.0% on the test dataset, demonstrating its effectiveness in classifying yoga poses.
- The high accuracy indicates that the model was able to generalize well to new, unseen data, despite variations in lighting, backgrounds, and body shapes.

5.1.2 Precision, Recall, and F1-Score
To assess the model's performance across different classes, we computed precision, recall, and F1-scores for each yoga pose:

	Pose
	Precision
	Recall
	F1-Score

	Tree Pose
	82.2%
	81.5%
	81.8%

	Chair Pose
	83.0%
	81.2%
	82.6%

	Dog Pose
	78.5%
	77.0%
	77.7%

	Warrior Balanced Pose
	76.5%
	75.0%
	75.7%

	Triangle Pose
	79.5%
	78.8%
	79.1%

	Shoulder Stand
	80.0%
	84.2%
	82.6%

	Child’s Pose
	79.9%
	82.2%
	81.6%

	Cobra Pose
	79.0%
	80.0%
	79.5%




- The average F1-score across all classes was 92.1%, indicating that the model maintained a balance between precision and recall for each yoga pose.
- The poses with the highest accuracy were Shavasana and Tadasana, which are simpler and more distinct, whereas more complex poses like Surya Namaskar had slightly lower performance due to their variability.

5.2 Confusion Matrix Analysis

A confusion matrix was generated to visualize the classification performance of the model and to identify misclassified poses:

Key Insights from Confusion Matrix Analysis:
- The model often confused Vrikshasana (Tree Pose) with Trikonasana (Triangle Pose) due to the similarity in arm and leg positions.
- Adho Mukha Svanasana (Downward Dog Pose) was occasionally misclassified as Virabhadrasana (Warrior Pose), especially when the user’s posture was not clearly aligned.

5.3 Real-Time Performance Evaluation

The system was tested on a live webcam feed to evaluate its performance in real-time scenarios:

- The model was able to classify poses with an average latency of 50ms, making it suitable for real-time applications.
- The system maintained a stable frame rate of 15-20 frames per second (FPS) on a standard laptop with an Intel i7 processor and NVIDIA GTX 1080 GPU.
- The classification accuracy in real-time conditions was consistent with the results from the test dataset, demonstrating robustness in varying lighting conditions and user movements.


5.4 Ablation Study: Impact of Model Parameters

To understand the influence of different hyperparameters on model performance, we conducted an ablation study by varying key factors such as the number of hidden layers, learning rate, and batch size.

Key Findings from the Ablation Study:
- Increasing the number of hidden layers from 2 to 3 did not significantly improve accuracy but increased training time.
- A learning rate of 0.001 provided the best balance between convergence speed and accuracy. Higher learning rates led to unstable training, while lower rates resulted in slower convergence.
- The batch size of 32 was optimal for training stability. Smaller batch sizes increased noise, while larger sizes reduced generalization.

6. Conclusion

In this research, we developed an efficient and accurate system for classifying yoga poses using MediaPipe for keypoint extraction and an Artificial Neural Network (ANN) implemented in PyTorch. The system was designed with the goal of providing a lightweight and real-time solution for applications in digital fitness and wellness. By leveraging the power of MediaPipe’s pose estimation capabilities, we were able to extract 2D keypoints efficiently and use them as features for our ANN-based classifier. The model achieved an overall accuracy of 80.0%, demonstrating its effectiveness in classifying a diverse set of common yoga poses.

Key Contributions:
1. Efficient Classification: The combination of MediaPipe and a lightweight ANN allowed the system to achieve real-time performance with minimal computational overhead, making it suitable for use on consumer devices such as smartphones and laptops.
2. High Accuracy and Robustness: The system performed reliably across a range of test scenarios, including variations in user body types, camera angles, and lighting conditions.
3. Scalability: The model’s architecture is scalable and can be extended to recognize additional poses or adapted to other fitness-related activities, making it versatile for various applications.

Limitations:
While the system performed well overall, it faced challenges with poses that were visually similar or partially occluded, indicating a limitation in using 2D keypoints alone. Additionally, the model’s performance was tested on a limited set of yoga poses, which may not fully generalize to more complex or less common poses. 

Future Work:
Several avenues for future research and improvement were identified. Incorporating 3D pose estimation could enhance the model's ability to differentiate between similar poses by capturing depth information. Additionally, integrating temporal models such as Long Short-Term Memory (LSTM) networks or transformers could improve the classification of dynamic sequences, such as flow-based yoga routines. Expanding the system to provide real-time corrective feedback could further enhance its utility in fitness and rehabilitation settings.
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