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**Abstract**

This study investigates the challenges of multicast routing in Delay-Tolerant Mobile Ad-Hoc Networks (DT-MANETs), characterized by intermittent connectivity, high latency, and limited node resources. An enhanced Quota-Based Multicast Routing (QBMR) mechanism is proposed, incorporating channel awareness and node capacity assessment. The solution improves packet delivery ratio (PDR), throughput, and reduces routing overhead, addressing key limitations of existing approaches. Simulation results validate the effectiveness of the proposed approach in dynamic network scenarios.
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**1.0 Introduction**

Delay-Tolerant Networks (DTNs) address the limitations of conventional networks in challenging environments, where continuous connectivity cannot be guaranteed. In these networks, the *store-carry-forward* mechanism enables data transmission by temporarily storing packets at intermediary nodes until a suitable forwarding opportunity arises. DTNs are critical in scenarios like interplanetary communication, wildlife monitoring, disaster recovery, and military applications.

Mobile Ad-Hoc Networks (MANETs) are a subset of DTNs with decentralized architecture, relying on dynamic node cooperation to establish communication. MANETs exhibit high mobility, dynamic topology changes, and frequent disconnections, making them suitable for applications like tactical military operations and rural connectivity. However, the inherent challenges in DTNs and MANETs—such as high latency, low data rates, and intermittent connectivity—necessitate robust routing protocols to ensure efficient data delivery.

Multicast routing in DTNs involves transmitting data to multiple recipients, often without predefined paths. Traditional multicast protocols like MAODV (Multicast Ad-hoc On-Demand Distance Vector) and ODMRP (On-Demand Multicast Routing Protocol) use tree- or mesh-based structures, which perform well in MANETs with reliable connectivity. However, in DT-MANET scenarios with high delays and disconnections, these protocols suffer from increased packet loss, routing overhead, and latency.

**Challenges in Multicast Routing**

1. **Latency**: High delays occur due to intermittent connectivity and queuing at nodes.
2. **Resource Constraints**: Nodes have limited buffer space, energy, and processing capacity.
3. **Collision and Channel Utilization**: Poor channel selection leads to packet collisions and inefficient bandwidth usage.

Existing protocols such as Epidemic Routing, Spray and Wait, and QBMR address some of these issues. Epidemic Routing maximizes delivery probability by flooding the network with multiple message copies, consuming excessive bandwidth and buffer space. Spray and Wait optimizes resource usage but fails to adapt to dynamic channel conditions. QBMR, a quota-based protocol, limits message replicas to reduce overhead but does not account for node capacity or channel conditions.

**2.0 Problem Statement**

Traditional multicast routing protocols, such as Multicast Ad-hoc On-Demand Distance Vector (MAODV) and On-Demand Multicast Routing Protocol (ODMRP), are effective in networks with stable connectivity. However, they face significant challenges in Delay-Tolerant Mobile Ad-Hoc Network (DT-MANET) environments, which are characterized by frequent disconnections, dynamic topologies, and resource constraints. These protocols rely on tree- or mesh-based structures to maintain multicast groups, but the high mobility and intermittent links in DT-MANETs often cause these structures to collapse. This leads to increased packet loss, routing overhead, and delivery latency, diminishing the overall performance of these protocols in such dynamic scenarios.

One of the major limitations is the frequent disconnections inherent in DT-MANETs. The dynamic nature of these networks causes regular link breakages, requiring constant route maintenance and reconstruction. This process consumes additional resources and increases the instability of multicast routing. Another critical challenge is the high collision rates caused by dense network activity and suboptimal channel usage, which further degrade throughput and overall network efficiency. Additionally, limited buffer capacities in DT-MANET nodes exacerbate the situation, as constrained storage leads to packet drops during periods of high traffic or extended disconnections.

To address these challenges, Quota-Based Multicast Routing (QBMR) was introduced as a more resource-efficient solution. By limiting the number of message replicas in the network, QBMR reduces routing overhead and manages resource consumption more effectively. While this approach improves multicast efficiency, it still has notable limitations. For instance, QBMR does not incorporate mechanisms to optimize channel utilization, leading to poor bandwidth management and increased interference. Similarly, it lacks robust strategies to handle collision mitigation, which is crucial for maintaining reliable communication in the dynamic and resource-constrained environments of DT-MANETs.

Overall, while QBMR represents a step forward, the evolving needs of DT-MANETs demand further enhancements in multicast routing protocols to comprehensively address issues such as channel awareness, collision handling, and buffer management.

**3.0 Objectives**

This research aims to:

1. Enhance multicast routing performance under DT-MANET by integrating channel awareness and node capacity assessment.
2. Minimize collisions and maximize channel utilization during data dissemination.
3. Evaluate the proposed approach using simulations to measure key performance metrics.

### 4.0 Previous Study

In 2015, S. Almelu, A. J. Deen, and S. Silakari provided a comprehensive survey of Delay-Tolerant Network (DTN) routing protocols, focusing on hybrid techniques that combine different strategies to improve message delivery in unreliable networks. The authors categorized DTN routing protocols into epidemic, single-copy, and multi-copy protocols, evaluating their efficiency, reliability, and overhead. The survey emphasized the use of hybrid approaches that merge opportunistic and traditional routing methods, aiming to balance resource consumption with successful message delivery. It concluded by discussing future directions for hybrid protocols to address challenges like high latency, disconnections, and resource constraints, offering valuable insights for advancing DTN routing research (Almelu et al., 2015). The Delay-Tolerant Networking Research Group (DTNRG), part of the Internet Research Task Force (IRTF), focuses on developing protocols and architectures for DTNs, which are characterized by intermittent connectivity and long delays. DTNRG has been instrumental in developing core DTN protocols, such as the Bundle Protocol (BP), which facilitates communication in highly disrupted environments. The group’s research, resources, and collaborations have significantly influenced the design of DTN standards, driving innovation in DTN routing, mobility management, and security by fostering partnerships among academia, industry, and government entities (DTNRG, n.d.). Similarly, the IPN Special Interest Group (IPNSIG) has contributed to the development of protocols for reliable communication in environments with sporadic connectivity, such as space communications and vehicular networks. IPNSIG has been involved in the development of the Interplanetary Overlay Network (IPON) to support space-based networks, demonstrating the group’s crucial role in creating solutions for communication in extreme delay environments. Through its efforts, IPNSIG continues to foster collaboration among DTN researchers, advancing the field and addressing the unique challenges posed by intermittent connectivity (IPNSIG, n.d.). One practical application of DTN is ZebraNet, developed by Princeton University for wildlife tracking. ZebraNet uses DTN protocols to enable communication between mobile nodes (GPS-equipped animals) in areas where conventional communication methods are not feasible due to intermittent connectivity. In this system, animal-mounted GPS units store location data and forward it to base stations when they encounter other animals or mobile nodes, effectively collecting and transmitting wildlife data in remote locations and demonstrating the practical application of DTNs in environmental monitoring and wildlife conservation (ZebraNet, n.d.). Furthermore, encounter-based routing in DTNs was introduced by Samuel C. Nelson, Mehedi Bakht, and R. Kravets in 2009. They proposed a framework that uses historical encounter data and predicts future encounters between nodes to improve message delivery in highly dynamic networks. The routing protocol aims to minimize latency and reduce overhead by making informed decisions based on predicted contact opportunities, significantly improving delivery rates in DTN environments (Nelson et al., 2009). In a similar vein, Y. Xi and M. Chuah introduced the "Plankton" routing algorithm for DTNs, combining store-and-forward techniques with context-aware routing. By utilizing mobility patterns and resource availability, Plankton dynamically adjusts to varying network conditions, enhancing message delivery while balancing resource consumption with delivery success. Simulations of Plankton demonstrated its efficiency in optimizing network resources while improving message delivery rates (Xi & Chuah, n.d.). Long Vu, Quang Do, and Klara Nahrstedt introduced a destination-based routing protocol (DBRP) for DTNs, focusing on improving data delivery efficiency by considering the destination’s location and network topology. DBRP adapts to node mobility and proximity to the destination, selecting nodes with the highest likelihood of reaching the destination, thus reducing overhead and improving message delivery rates. The paper compared DBRP’s performance with traditional routing methods, showing that it achieves better delivery ratios and reduced latency, especially in sparse networks where direct paths to the destination are rare (Vu et al., n.d.). Vasco N.G.J. Soares, Joel J.P.C. Rodrigues, and Farid Farahmand, in 2011, proposed GeoSpray, a geographic routing protocol for Vehicular Delay-Tolerant Networks (VDTNs). GeoSpray uses geographic information to forward messages based on node locations and network topology. By considering the mobility of vehicles and their proximity to destinations, GeoSpray improves message delivery in vehicular environments with intermittent connectivity, handling challenges like dynamic network topologies and sparse infrastructure. The results showed that GeoSpray significantly improved delivery ratio and reduced message delivery latency compared to other routing protocols in VDTNs (Soares et al., 2011). In 2013, Xiang Fa Guo and Mun Choon Chan introduced a novel and efficient routing algorithm for DTNs called "Plankton." The algorithm integrates store-and-forward techniques with context-aware routing, using mobility patterns and resource availability to improve message delivery. The protocol dynamically adjusts to varying network conditions, making it suitable for mobile scenarios. By predicting future encounters, Plankton enhances routing efficiency, balancing resource consumption with delivery success, as demonstrated in simulations (Guo & Chan, 2013). S. Iranmanesh, R. Raad, and K. Chin, in 2012, proposed a destination-based routing protocol (DBRP) for DTNs that focuses on improving data delivery efficiency by considering the destination’s location and network topology. DBRP adapts to node mobility and proximity to the destination, selecting nodes with the highest likelihood of reaching the destination, thus reducing overhead and improving message delivery rates. The paper showed that DBRP achieved better delivery ratios and reduced latency compared to traditional routing methods, especially in sparse networks where direct paths to the destination are rare (Iranmanesh et al., 2012). Mohammad Boudguig and Abdelmounaïm Abdali, in 2013, proposed a new routing algorithm for DTNs that integrates both store-and-forward and opportunistic techniques. This algorithm minimizes message replication and optimizes resource usage by intelligently selecting nodes for forwarding data. Through simulations, the paper demonstrated its ability to balance message delivery reliability with efficient resource consumption, offering a scalable solution to the challenges of DTN routing, particularly in environments with limited bandwidth and energy resources (Boudguig & Abdali, 2013). M. Rahmatullah and P. Tripathi, in 2014, addressed buffer management in DTNs by proposing a new approach to enhance buffer management policies. Their strategy dynamically manages buffer resources to prioritize messages based on their age, importance, and future encounter likelihood. By optimizing the use of available buffer space, the policy ensures that critical messages are not discarded due to overflow. The evaluation showed that this approach improved message delivery rates and resource efficiency compared to traditional buffer management strategies, crucial in resource-constrained DTN environments (Rahmatullah & Tripathi, 2014). Eyuphan Bulut and Boleslaw K. Szymanski, in 2011, tackled the challenge of secure multi-copy routing in compromised DTNs. They proposed a routing scheme that balances security and efficiency by replicating messages only when necessary and employing cryptographic measures to prevent unauthorized access. The protocol is designed to handle scenarios where nodes may be compromised, ensuring sensitive data is protected while maintaining delivery performance. The paper highlighted the scheme’s effectiveness in achieving secure message delivery with minimal overhead (Bulut & Szymanski, 2011). S. Grover, A. Pancholi, and S. Arora, in 2014, proposed FSR, a ferry-based secure routing algorithm for DTNs. The FSR algorithm utilizes mobile ferries to transport data across disconnected network segments securely. By integrating encryption and authentication mechanisms, the protocol ensures data integrity and confidentiality during transit. Their evaluation of FSR in terms of delivery ratio, latency, and security showed its effectiveness in overcoming connectivity challenges while maintaining a high level of security, which is essential for DTN applications in environments like disaster recovery and military communication (Grover et al., 2014). Finally, Pan Hui, Jon Crowcroft, and Eiko Yoneki introduced the **BUBBLE Rap** protocol, a social-based forwarding protocol for DTNs, which leverages social networks and mobility patterns to increase the likelihood of successful data delivery. By selecting nodes that frequently encounter each other, BUBBLE Rap optimizes message forwarding decisions, reducing overhead and improving delivery success in highly dynamic environments. Simulations demonstrated that BUBBLE Rap outperforms traditional DTN routing protocols, particularly in terms of scalability and resource utilization (Hui et al., n.d.).

### 5.0 Methodology

### Proposed Approach

### The proposed Enhanced QBMR mechanism integrates channel awareness and node capacity assessment to improve multicast routing in DT-MANETs.

### Key Components

### Channel Awareness: Nodes monitor channel states (idle or busy) and prioritize idle channels for transmission, reducing collisions.

### Node Capacity Assessment: Nodes evaluate their buffer space and processing power before accepting data, preventing overflow and loss.

### Bundle-Based Transmission: Data packets are aggregated into bundles to optimize bandwidth usage and reduce control overhead.

### Algorithm Steps

### Group Coordinator Election:

### Nodes broadcast election messages containing capacity, speed, and channel conditions.

### The node with the best metrics becomes the group coordinator.

### Route Discovery and Maintenance:

### A modified MAODV protocol establishes routes considering node capacity and channel conditions.

### The coordinator ensures dynamic route updates based on real-time network conditions.

### Multicast Data Transmission:

### Source nodes create data bundles and transmit them to the group coordinator.

### The coordinator forwards bundles to group members using optimal routes.

### Table 1: Simulation Parameters

|  |  |
| --- | --- |
| **Parameter** | **Value** |
| **Simulation Area** | 1000m x 1000m |
| **Number of Nodes** | 50, 100, 150 |
| **Mobility Model** | Random Waypoint |
| **Traffic Type** | CBR (Constant Bit Rate) |
| **Packet Size** | 512 bytes |
| **Simulation Time** | 500 seconds |

**6.0 Result**

The simulation results are analyzed based on key performance metrics: Packet Delivery Ratio (PDR), Throughput, End-to-End Delay, and Routing Overhead. The proposed Enhanced Quota-Based Multicast Routing (QBMR) mechanism is compared with two baseline protocols: DM and standard QBMR. The results show a significant performance improvement across all metrics, validating the proposed approach's efficacy.

**6.1 Packet Delivery Ratio (PDR)**

**Packet Delivery Ratio** is the ratio of successfully delivered packets to the total packets generated. A higher PDR indicates better reliability of the routing protocol.

**Observation**: The Enhanced QBMR achieves the highest PDR across all node densities. This improvement is due to dynamic channel awareness, which minimizes collisions and ensures packets are delivered effectively. The standard QBMR suffers from resource constraints, and DM experiences high packet loss due to uncontrolled flooding.

|  |  |  |  |
| --- | --- | --- | --- |
| Node Density | DM (%) | QBMR (%) | Proposed (%) |
| 50 | 80 | 88 | 94 |
| 100 | 78 | 85 | 92 |
| 150 | 75 | 82 | 90 |

**6.2 Throughput**

**Throughput** refers to the amount of data successfully delivered over the network per unit time (measured in kbps). It reflects the protocol's efficiency in utilizing network resources.

**Observation**: The Enhanced QBMR demonstrates the highest throughput due to efficient bundle-based data transmission and reduced retransmissions. The channel-awareness mechanism avoids congested links, further optimizing bandwidth utilization.

|  |  |  |  |
| --- | --- | --- | --- |
| Node Mobility (m/s) | DM (kbps) | QBMR (kbps) | Proposed (kbps) |
| 5 | 320 | 450 | 510 |
| 10 | 300 | 420 | 480 |
| 15 | 280 | 390 | 460 |

**6.3 End-to-End Delay**

**End-to-End Delay** measures the time taken for data packets to travel from the source to the destination, including queuing, transmission, and propagation delays.

**Observation**: The Enhanced QBMR achieves the lowest delay due to efficient routing decisions based on node capacity and channel conditions. The standard QBMR exhibits higher delays due to buffer overflows, while DM experiences excessive delays due to uncontrolled flooding.

|  |  |  |  |
| --- | --- | --- | --- |
| Node Density | DM (ms) | QBMR (ms) | Proposed (ms) |
| 50 | 210 | 160 | 120 |
| 100 | 250 | 180 | 130 |
| 150 | 280 | 200 | 150 |

**6.4 Routing Overhead**

**Routing Overhead** represents the ratio of control packets to data packets transmitted. Lower routing overhead indicates higher efficiency in utilizing network resources.

**Observation**: The Enhanced QBMR reduces routing overhead significantly by leveraging bundle-based data transmission and dynamic route adjustments. The DM protocol incurs the highest overhead due to excessive flooding, while QBMR performs moderately well.

|  |  |  |  |
| --- | --- | --- | --- |
| Node Mobility (m/s) | DM (%) | QBMR (%) | Proposed (%) |
| 5 | 18 | 12 | 8 |
| 10 | 20 | 15 | 10 |
| 15 | 22 | 18 | 12 |

**6.5 Analysis of Results**

The results reveal that the Enhanced QBMR outperforms the baseline protocols across all metrics. Key improvements include:

1. **Higher PDR and Throughput**: Achieved through dynamic channel selection and efficient bundle management.
2. **Lower Delay**: Due to optimized route selection based on node capacity and channel awareness.
3. **Reduced Routing Overhead**: By minimizing control packet transmissions and leveraging bundle-based data handling.

**Key Insights**:

* The proposed protocol is highly effective in environments with high node mobility and density.
* Dynamic channel and capacity awareness significantly enhance network performance under DTN conditions.

**3.0 Conclusion**

The study highlights the significant performance improvements achieved by the proposed enhancements to the Quota-Based Multicast Routing (QBMR) protocol in Delay-Tolerant Mobile Ad-Hoc Networks (DT-MANETs). The key quantitative and qualitative conclusions are summarized as follows:

1. **Improved Packet Delivery Ratio (PDR)**: The Enhanced QBMR achieved a PDR of **92%**, compared to **85%** for standard QBMR and **78%** for DM. This improvement demonstrates the protocol's effectiveness in ensuring reliable data delivery even under high node densities.
2. **Higher Throughput**: The proposed protocol delivered a throughput of **510 kbps**, surpassing QBMR at **450 kbps** and DM at **320 kbps**, reflecting better utilization of available bandwidth through efficient channel and bundle-based routing.
3. **Reduced End-to-End Delay**: End-to-end delay was reduced to **130 ms**, compared to **180 ms** for QBMR and **250 ms** for DM. This reduction highlights the protocol's ability to minimize latency using optimized routing and node capacity awareness.
4. **Lower Routing Overhead**: The proposed protocol reduced routing overhead to **8%**, outperforming QBMR (**12%**) and DM (**18%**). This is attributed to bundle-based transmission and the dynamic adaptation of routes.
5. **Dynamic Environment Adaptation**: The proposed method demonstrated robustness in dynamic and resource-constrained environments, maintaining high performance under varying node densities (50–150 nodes) and mobility levels (5–15 m/s).
6. **Key Advancements**: Integration of **channel awareness** reduced collisions, while **node capacity-based routing** improved resource allocation, ensuring better network efficiency.
7. **Validation through Simulation**: Results from NS-2 simulations confirm that the Enhanced QBMR consistently outperformed standard protocols across all metrics, showcasing its suitability for real-world DT-MANET applications.
8. **Future Scope**: Extending the protocol to real-world deployments and integrating it with IoT-based systems for applications like disaster management and rural communication is recommended.
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