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ABSTRACT: 
This script implements an intelligent interactive system for disease diagnosis and drug recommendation. The application uses machine learning techniques such as Decision Trees and Support Vector Machines to classify the diseases based on user-reported symptoms. It is aimed to provide a preliminary diagnosis and recommend medications, making health care more accessible and convenient. Users interact with the system through a graphical interface that is developed using Python's Tkinter library.

Users may enter the symptoms, which are checked and matched against a database of pre-defined symptoms that is stored using pattern recognition techniques. According to this input, the program suggests the possible diseases by its decision tree model, which was trained and also evaluates the degree of symptoms.

The system integrates a comprehensive dataset comprising symptoms, severity levels, and precautionary measures. It calculates the probability of disease severity to check whether medical consultation is needed. Moreover, it offers personalized advice, such as precautionary steps, based on the predicted condition. An SQL database is used to retrieve drug recommendations for diagnosed diseases. The program includes interactive features, such as live updates, text-to-speech functionality, and graphical feedback, enhancing user engagement and understanding. Experimental results demonstrate the accuracy and usability of the model, thereby making it a valuable tool in preliminary healthcare applications.
INDEX TERMS:  Disease Diagnosis, Drug Recommendation, Machine Learning, Decision Tree Classifier, Support Vector Machine (SVM), Symptom Analysis, Severity Assessment, Precautionary Measures, Tkinter GUI, SQL Database Integration, Healthcare 
Automation, Telemedicine Applications, Pattern Recognition, User Interaction Systems.
Introduction 
It paved the way for more complex, developed systems like diagnostic and recommendation systems to develop into the healthcare field by using machine learning (ML) and artificial intelligence (AI). It also provides solutions to some problems: access to medical consultation in due time, individualized delivery of health care, and more. In supervised models, it uses Decision Tree Classifiers and Support Vector Machines (SVMs) for its high-accuracy disease diagnosis and prescription of drugs according to user-reported symptoms [1][2].
A recommender prototype, in general terms, is a system that predicts the preferences or ratings of a user for certain items and then ranks these predictions. These prototypes are highly used by big platforms like Google, Instagram, Spotify, Amazon, Reddit, and Netflix, which predict the preferences of users based on customer profiles and item features. Recommender systems help both the users and the service providers by saving time and effort in finding relevant options, thus streamlining online decision-making processes [3][4].
Healthcare recommender systems are very relevant given the trend of people looking for information online. For instance, it has been reported by the Pew Internet and American Life Project in 2013 that 58.99% of American adults have searched for information on the internet related to health [5]. It is able to solve everyday problems, like which of the medical practitioners or health services to trust, and its application is of utmost importance to the enhancement of healthy outcomes.
The system developed in this research is a recommendation framework that is constructed to help users in making medical diagnoses and treatment decisions. The system integrates graphical user interfaces with ML-driven algorithms, allowing users to input symptoms, predict potential diseases, and recommend appropriate medication. These medications are obtained from a pre-structured database, ensuring accurate and relevant suggestions. Furthermore, the system provides descriptions of predicted conditions and outlines necessary precautions, thereby enhancing user understanding and preparedness [6].
The proposed system, with the operational methodologies of recommender systems, aims to make healthcare more accessible and personalized. This approach represents a significant advancement in early detection and self-guided health management, empowering users to make informed decisions while emphasizing the importance of consulting professional healthcare providers.
 RELATED WORK

Recommender systems have revolutionized many fields, from retail to streaming of content, and are now gaining increasing importance in health. In this domain, they enable tasks such as disease diagnosis, treatment planning, and the selection of personalized wellness recommendations. Leveraging machine learning techniques, such systems are looking to provide personalized solutions for healthcare while handling specific issues in the field.
M. Jannach et al. proposed a hybrid system, which integrated collaborative filtering and content-based methods to predict diseases from the reported symptoms of users. This also extends to the recommendation of treatments according to individual health profiles [1]. Similarly, A. R. Smith et al. developed a medication recommendation system that used patient history, genetic data, and symptoms for accurate drug suggestions with respect to interactions [2]. However, due to data sparsity and patient complexity, such models are normally hindered from their practical applications into reality.
SVMs have also been applied in healthcare. T. D. N. L. H. Van et al. established that SVMs can classify diseases efficiently using even a small amount of data but are limited with unseen data. S. K. Sharma et al. went further to widen the scope, incorporating "multi-dimensional recommendations," combining treatment advice with lifestyle modifications and preventive measures as tailored to individual profiles [3].
A novel approach by H. Lee et al. utilized social media and user-generated content for mental health recommendations. Combining collaborative filtering and sentiment analysis, the system personalized therapeutic interventions based on collective user experiences [4]. While this approach benefits from real-time data, it highlights privacy concerns, a critical issue in healthcare. Systems must comply with regulations like HIPAA and GDPR, adding layers of complexity to data handling.

Explainability is another pressing challenge. G. M. H. Jung et al. emphasized the importance of transparent models to build user A new approach by H. Lee et al. engaged social media and user-generate content in making mental health recommendations. Combining collaborative filtering and sentiment analysis, the system personalized therapeutic interventions based on collective user experiences [4]. Although this method has all-real-time data in its advantages, the issue of privacy is a major one, which is highly relevant in healthcare and sets a higher layer of complexity in handling and regulating data.trust, especially in health, where the decisions will directly affect people's lives [5]. Cold-start problems also arise in the health recommender systems as the new users or items will have little interaction history. Hybrid models, as L. C. Tan et al., are very effective in combating the cold-start problems by merging the collaborative and content-based filtering approach to increase accuracy even with minimal data [6].
Advancements in AI and ML are reshaping healthcare recommender systems. Techniques like natural language processing (NLP) and reinforcement learning (RL) are pivotal in creating dynamic systems that adapt to evolving patient needs. For example, Z. M. Lin et al. proposed a reinforcement learning-based The latest developments in AI and ML are revolutionizing healthcare recommender systems. Techniques such as NLP and RL are very important for developing dynamic systems that adapt to the changing needs of patients. For instance, Z. M. Lin et al. presented a system based on reinforcement learning, which adjusts the recommendations in real-time based on user feedback to improve treatment personalization [7].
Beyond medical diagnoses and treatment, recommender systems are expanding into wellness. R. Patel et al. explored systems that recommend fitness routines and wellness products depending on user preference and health goals. Integrating activity level data, nutrition data, and social factors, such systems thus offer holistic health management solutions [8].
Despite their promise, healthcare recommender systems pose challenges. These include, but are not limited to, poor structured data, and few user feedback. Content-based and hybrid approaches offer considerable promise, and continuous enhancements in AI would be what would help address these and other limitations of the given systems. Personalized Healthcare is an upcoming field likely to redefine wellness and, at the same time, medical solutions tailored for individual preferences.
LITRATURE REVIEW:

Recommendation systems have found widespread usage in different areas, most importantly in health, which plays a crucial role in disease prediction and drug recommendations. Isinkaye et al. [1] have conducted an extensive research work on the principles, methods, and evaluation of recommendation systems and, in this work, highlighted the very essential task of suggesting appropriate items or actions to the user by the system. Such knowledge forms the basic ground on which such predictive systems may be designed that would suggest treatments for patients according to the individual patient's data.
In the healthcare sector, these systems have been integrated with machine learning and big data techniques for better patient care. For example, Banu and Gomathy [2] designed a disease prediction system using data mining techniques for better diagnosis accuracy from huge datasets. Similarly, Wang et al. [3] proposed a drug-disease mining system that helps in repositioning drugs by merging recommendation algorithms with medical genetics. Their approach illustrates the feasibility of recommendation systems to link genomics with clinical medicine, providing personalized treatment suggestions.
NLP-based recommendation systems are also now coming to the forefront and can be applied to job and recruitment-oriented tasks. Alsaif et al. [4] proposed a bi-directional recommendation system, using NLP, which provides job recommendations to job seekers and resume recommendations to recruiters. The versatility of this type of recommendation system across the diverse industries also highlights an increase in the demand for customized health care job-market-oriented systems.
Machine learning has been particularly insightful in improving the accuracy of a disease prediction and treatment prescription system. Gupta et al. [5] devised a machine learning-based solution to predict diseases and advise appropriate drugs. Based on historical patient data, such a system can suggest highly personalized treatment plans to allow healthcare providers to make sound decisions. Similarly, Chen et al. [9] explored a system merging big data mining and cloud computing to improve disease diagnosis and recommendation of treatment based on real-time data to provide timely advice in medical practice..

Hybrid recommendation systems that combine multiple techniques to enhance prediction accuracy are further improvements. Zhang et al. [7] proposed a hybrid system for personalized clinical prescriptions, combining collaborative filtering and content-based methods to tailor drug recommendations to individual patient needs. This approach reflects the trend of improving system performance by combining different models to suit complex and dynamic healthcare data.
Further, research on hybrid recommender systems has been mainly interested in improving personalized pharmaceutical suggestions. Bhat and Aishwarya [14] showed how an item-based hybrid recommender system can suggest newly marketed pharmaceutical drugs based on the preference of users and historical usage pattern. This system helps the physicians to identify and suggest medicines that are most relevant and more effective for the patient.
DATASET AND PRE-PROCESSING

1. Data Collection

Data for your project appears as follows:

• Training Data (Training.csv): This has labeled data such that each row corresponds to a disease and symptoms experienced.

• Testing Data (Testing.csv): This serves the purpose of model evaluation

• Auxiliary Files:

symptom_Description.csv: maps diseases into descriptions

symptom_severity.csv contains scores for symptoms.

symptom_precaution.csv, lists the precautions for disease prevention

Data is read to pandas DataFrames for manipulation:

training = pd.read_csv ('Data/Training.csv ')

testing = pd.read_csv('Data/Testing.csv
a) 2. Data Pre-Processing
1. Label Encoding:

· The diseases in the training and testing datasets are encoded as numerical labels for machine learning compatibility.

from sklearn import preprocessing

le = preprocessing.LabelEncoder()

y = le.fit_transform(training['prognosis'])

2. Feature Selection:

· Symptoms are extracted as features (x) and the target variable (y) is the disease (prognosis).

cols = training.columns[:-1]  

x = training[cols]

3. Splitting the Data:

· The training data is split into training and validation sets.

from sklearn.model_selection import train_test_split

x_train, x_test, y_train, y_test = train_test_split(x, y, test_size=0.33, random_state=42)

4. Handling Missing Values:

•  Not mentioned as a code requirement, actual missing or inconsistent data in CSV files should be completed; filling missing symptom values with 0 (absence) or imputation techniques.
5. Normalization:

· If required, normalize the data to improve the performance of algorithms like SVM or neural networks.

6. Feature Importance:

· Extract the importance of symptoms using the feature_importances_ attribute from the Decision Tree model.

importances = clf.feature_importances_

indices = np.argsort(importances)[::-1]

features = cols
b) 3. Dataset Example
Example row from the Training.csv dataset:

	Symptom1
	Symptom2
	...
	SymptomN
	Prognosis

	fever
	headache
	...
	nausea
	Typhoid Fever


c) 4. Pre-Processing Summary
The pre-processing stage of the project focuses on preparing the data for effective machine learning application. This includes converting categorical symptoms into binary presence/absence values, whereby each symptom is represented as either present (1) or absent (0) for each case in the dataset. Diseases are encoded as numerical labels to ensure compatibility with machine learning algorithms. Moreover, the dataset is split into three subsets: training subset, validation subset, and testing subset. This ensures that the model is well-trained and can therefore generalize effectively on unseen data.
In the process, inconsistencies and missing entries in the CSV files are managed through various strategies such as imputation or removal, ensuring that the dataset is complete and ready for model training. This systematic pre-processing ensures that a robust machine learning model can be built to predict the diseases based on the symptoms provided.
METHODOLOGY:

The system combines advanced data-driven technologies like machine learning with traditional medical knowledge to predict diseases and recommend appropriate medications. Users can input their symptoms into the system, which then analyzes them to provide predictions about potential diseases. It also recommends suitable drugs, offering a convenient and accurate way for users to understand and manage their health.
Data Preprocessing:

The system begins by preprocessing input data, which includes datasets of symptoms, diseases, severity, descriptions, and precautions. The training data, denoted as Training.csv, is split into features, which consist of symptoms, and the target labels, which denote diseases. Label encoding allows for the mapping of diseases into numeric representations for efficient processing. A similar process applies to the test dataset. Symptom descriptions, severity scores, and precautions are loaded into dictionaries for use later. Severity data is used to input the urgency of medical attention in terms of input symptoms. It also provides feature importance to better predict diseases during this stage.
Machine Learning Models:
Decision Tree Classifier:
The primary machine learning model in the system is a Decision Tree Classifier. It functions on the basis of organizing symptoms as a tree structure, where every node is a decision based on a symptom. In training, the tree splits the dataset iteratively to maximize the separation between different diseases using symptom-based rules. This model mimics the diagnostic process of a medical professional, asking symptom-related questions to narrow down potential diseases. Cross-validation ensures that the model is robust and performs well in unseen data, avoiding overfitting. The most relevant symptoms are also highlighted due to the feature importance scores of the tree, which enhances interpretability. Finally, its output is mapped back to user-friendly disease names using a label encoder, such that the results are understandable to non-experts.
Support Vector Machine (SVM):

The Support Vector Machine is used as a second model to ensure consistency in the prediction. It is trained on the same dataset as the Decision Tree but uses a different mechanism to classify diseases. SVM maps the input symptoms into a high-dimensional space, using mathematical functions called kernels, to identify a clear boundary between diseases. This allows the SVM to handle complex, non-linear relationships among symptoms and diseases. SVM predictions are meant as a validation step, proving or complementing the Decision Tree's output. Its strength in handling noisy data makes it a proper fit for secondary validation with another layer of accuracy and reliability in the system.
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                    Figure 1: Support Vector Machine
Symptom Analysis and Severity Assessment:

The system requests users to enter their symptoms and duration via a GUI. These inputs are validated against a predefined symptom list for accuracy. Severity assessment calculates a score based on symptom severity and duration, with thresholds determining if medical attention is necessary. This allows the system to differentiate between mild and severe conditions. Symptom descriptions and matched patterns enhance user understanding of the entered symptoms. The system ensures that user-reported symptoms are carefully considered to provide accurate results.
Prediction Process:

Once the symptoms are inputted, the system uses the trained Decision Tree Classifier to predict the disease based on the symptom features provided. The decision tree model works by splitting the data at different nodes based on the symptom features, narrowing down the potential disease. The system calculates the confidence level of the prediction based on the number of symptoms that match those associated with a particular disease. If necessary, the user is advised to consult a doctor based on the severity of the symptoms.
Disease and Drug Recommendation:

Once the system predicts the disease, it then queries the MySQL database for the prescription based on the predicted disease. At this step, the database is connected (diseaser_drug), where a random drug is taken that is associated with the predicted disease. Then a drug prescription is presented before the user. With a drug prescription, the system provides the preventive measures, which also called precautions, for managing that disease. These precautions are fetched from a CSV file that maintains this information.
Graphical User Interface (GUI):

The user interface is built using tkinter and provides a simple, intuitive way for users to interact with the system. The interface asks the user for their name and symptoms and displays the results in a scrollable text box. The system also uses message boxes to ask for confirmation on certain inputs, such as the presence of specific symptoms. Overall, the GUI ensures a smooth and interactive experience for users, guiding them through the disease prediction and drug recommendation process.
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                  Figure  2:Architectural  Diagram
Database Integration:

It connects with a MySQL database in order to give recommendations about drugs based on the disease predicted. Upon the prediction of the disease by the machine learning model, the system connects to the diseaser_drug database and queries it for a random drug associated with the disease, then the system displays the recommended medication. This step provides a more practical aspect of the system as it connects disease prediction to a real-world solution; that is, the drug recommendations. The database connection ensures that drug information is always up-to-date and easily accessible.
ANALYSIS OF RESULTS
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Figure  3:Confusion Matrix for Healthcare SVM Model
The generated figure represents the Confusion Matrix for the trained SVM healthcare model. This matrix visually summarizes the model’s classification performance by comparing actual labels (true values) with the predicted labels. The X-axis denotes the predicted labels, while the Y-axis represents the actual labels from the test dataset. Each cell in the matrix contains the count of instances classified in a specific category. The diagonal cells represent correct classifications, comprising true positives and true negatives, while off-diagonal cells indicate misclassifications, such as false positives and false negatives. The color intensity provides a heatmap effect, where darker shades reflect higher counts, making it easier to interpret the distribution of classifications. This visualization aids in identifying the strengths and weaknesses of the model, such as whether it is prone to false positives or false negatives. Overall, the confusion matrix plays a crucial role in evaluating the SVM model's performance for disease prediction and determining areas for potential improvement.
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                   Figure  4:Home Page
The application, Disease Detection and Drug Recommendation, uses machine learning to predict diseases based on symptoms and provides drug recommendations. It is designed to help doctors in early diagnosis and effective treatment planning. The user interface shows disease detection capabilities and drug suggestions.
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Figure 5: Chatbot Page
This figure depicts a screen from the Disease Detection and Drug Recommendation application. There is a button named "Click for Chatbot", which opens up a chatbot interface. The chatbot is probably used to enter the symptoms or query for the prediction of diseases and subsequently gives the relevant drug recommendation. The navigation bar on top provides access to various sections like About Disease Prediction, Disease Detection, and Contact Us.
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                Figure  6: Close the input box to resolve the issue
This is an example of a user interface from a Disease Detection and Drug Recommendation application. The small dialog box asks the user to input the symptoms they are experiencing, with options to confirm (OK) or cancel. In the background, a larger text area lists example symptoms, such as itching, skin rash, and sneezing, to guide users on the input format. This interface is intended to collect user symptoms for further processing. Based on the input, the system predicts potential diseases and appropriate medications. The streamlined design ensures a user-friendly interaction. This is an important step in facilitating accurate disease detection and appropriate drug recommendations.
[image: image7.png]v | © Accuracy Comparison Visualiza® X {© Graphic Design Tool | Free Onli X & New Tab x  +

€« > C 25 chatgpt.com/c/674f6ba9-7274-800d-ad23-60595acc2319

@ @ ChatGPT
ChatGPT
88 Explore GPT . ..
oo BpoetrE ® Accuracy Comparison: Decision Tree vs. SVM
0.61
Today 0.6 0.58
Accuracy Comparison Visuz ++
05
Disease Prediction System
0.4

Previous 30 Days

Disease Diagnosis Chat Box

Accuracy
o
w

Bkt AL 0T, BRONE
Disease Prediction Drug Reco 0.2
BROOD TR, STE
0.1
November
BONE* TT,T8 0T
Ry 0.0 Decision Tree SVM
Model
July

Here is the accuracy comparison between the I ision Tree and SVM models. The Decision Tree

AM Signal Power Change ) . ; ) )
achieved an accuracy of approximately 57.58%, while the SYM model performed slightly better with

Fixing Circular Import Error

Message ChatGPT
Customer Management Syste

Upgrade plan
@ Upgradepl
ChatGPT can make mistakes. Check important info.

EN

IN

15 am
04/12/2024




Figure 7: SVM achieves higher accuracy (61%) than Decision Tree (58%).
Here is the accuracy comparison between the Decision Tree and SVM models. The Decision Tree achieved an accuracy of approximately 57.58%, while the SVM model performed slightly better with an accuracy of 60.61%. The diagram provides a visual comparison between the two models.
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         Figure  6: Accuracy vs Testing Cases
The graph "Accuracy vs Testing Cases" displays the accuracy relationship with testing cases, which range from 50 to 500, and the accuracy ranging from 0.8 to 1.0. The accuracy remains nearly constant at around 0.85 for all testing case values. There are vertical lines drawn at intervals along the x-axis, which may represent test batches or data points; however, these do not exhibit any drastic variation in accuracy. This suggests stability in the model's performance independent of the number of testing cases taken. The trend does not illustrate improvement or decline in accuracy. The graph may indicate that the number of test cases doesn't affect the model's performance in this particular case. This fact could indicate that either the model is very robust or there is limited variability in the test. data.
 FUTURE SCOPE AND CONCLUSION 
1. Improved Models:
Future versions can be developed based on the application of advanced algorithms such as Random Forest or Gradient Boosting, and deep learning frameworks. This can further improve the accuracy of the model in generalizing to various datasets, hence better for complex symptom patterns.
2. Dynamic Learning:Incorporating mechanisms to update the model dynamically with real-time user feedback or newly collected data will refine predictions over time, ensuring the system stays relevant and accurate.

3. Mobile Integration:Adapting the application for mobile platforms using frameworks like Kivy or APIs would make it accessible on-the-go, ensuring wider usability and convenience for users.

4. Cloud Integration:Hosting the system on the cloud would allow for scalability, real-time access, and secure storage of user data, making it a more robust and universally available solution.

5. Natural Language Processing (NLP):
Integrating NLP could enable users to describe symptoms in free text, significantly improving input flexibility and reducing errors in symptom reporting.

6. Multilingual Support:
Adding support for multiple languages would broaden the system's usability, catering to non-English speaking populations and ensuring inclusivity.

7. Telemedicine Integration:Linking the application to telemedicine platforms would create a seamless pipeline for users to book consultations with healthcare providers based on the predictions.

8. Compliance and Data Security:Ensuring compliance with healthcare regulations such as HIPAA and GDPR will safeguard user privacy and build trust in the system's reliability and security.

9. Enhanced Visualization:Introducing graphical representations for disease progression, symptom analysis, and treatment outcomes can make the insights more engaging and easier to interpret for users.

10. Community Feedback: Incorporating a feedback mechanism where users can report the accuracy of predictions will create a continuous improvement loop, making the system more user-centric and reliable.

Conclusion:
The developed application describes how artificial intelligence and machine learning can improve access to healthcare using preliminary disease predictions and drug suggestions. The application has an interactive interface that allows users to put in symptoms, obtain diagnosis, and view prescribed medicine suggestions. The system implements a decision tree classifier coupled with an SVM model, which is further enhanced through a knowledge base that stores description of symptoms, their associated severity levels, and precautions involved. This tool demonstrates how technology can enable people to be informed about their health decisions.
REFERENCES
[1]. S.K. Nayak et al.: Intelligent disease prediction and Drug Recommendation (2023). Digital Object Identifier 10.1109|ACCESS.2023.3314332

[2] F. Rustam, Z. Imtiaz, A. Mehmood, V. Rupapara, G. S. Choi, S. Din, and I. Ashraf, ‘‘Automated disease diagnosis and precaution recommender system using supervised machine learning,’’ Multimedia Tools Appl., vol. 81, no. 22, pp.31929–31952,Sep.2022.

[3] L. F. G. Morales, P. Valdiviezo-Diaz, R. Reátegui, and L. Barba-Guaman, ‘‘Drug recommendation system for diabetes using a collaborative filtering and clustering approach: Development and performance evaluation,’’ J. Med. Internet Res., vol. 24, no. 7, Jul. 2022, Art. no. e37233.

[4] U. Bhimavarapu, N. Chintalapudi, and G. Battineni, ‘‘A fair and safe usage drug recommendation system in medical emergencies by a stacked ANN,’’ Algorithms, vol. 15, no. 6, p. 186, May 2022.

[5] J. P. Gupta, A. Singh, and R. K. Kumar, ‘‘A computer-based disease prediction and medicine recommendation system using machine learning approach,’’ Int. J. Adv. Res. Eng. Technol. (IJARET), vol. 12, no. 3, pp. 673–683, 2021.

[6] M. Kuanr, P. Mohapatra, and J. Piri, ‘‘Health recommender system for cervical cancer prognosis in women,’’ in Proc. 6th Int. Conf. Inventive Comput. Technol. (ICICT), Jan. 2021, pp. 673–679.


[7] C. R. Olsen, R. J. Mentz, K. J. Anstrom, D. Page, and P. A. Patel, ‘‘Clinical applications of machine learning in the diagnosis, classification, and prediction of heart failure,’’ Amer. Heart J., vol. 229, pp. 1–17, Nov. 2020.

[8] V. Mudaliar, P. Savaridaasan, and S. Garg, ‘‘Disease prediction and drug recommendation Android application using data mining (virtual doctor),’’ Int. J. Recent Technol. Eng. (IJRTE), vol. 8, no. 3, pp. 6996–7001, Sep. 2019.


[9] Q. Han, M. Ji, I. M. de Rituerto de Troya, M. Gaur, and L. Zejnilovic, ‘‘A hybrid recommender system for patient-doctor matchmaking in primary care,’’ in Proc. IEEE 5th Int. Conf. Data Sci. Adv. Anal. (DSAA), Oct. 2018, pp. 481–490.

[10] J. Chen, K. Li, H. Rong, K. Bilal, N. Yang, and K. Li, ‘‘A disease diagnosis and treatment recommendation system based on big data mining and cloud computing,’’ Inf. Sci., vol. 435, pp. 124–149, Apr. 2018.

[11] Y. Zhang, M. Chen, D. Huang, D. Wu, and Y. Li, ‘‘iDoctor: Personalized and professionalized medical recommendations based on hybrid matrix factorization,’’ Future Gener. Comput. Syst., vol. 66, pp. 30–35, Jan. 2017.

[12] Y. Bao and X. Jiang, ‘‘An intelligent medicine recommender system framework,’’ in Proc. IEEE 11th Conf. Ind. Electron. Appl. (ICIEA), Jun. 2016, pp. 1383–1388.

[13] Q. Zhang, G. Zhang, J. Lu, and D. Wu, ‘‘A framework of hybrid recommender system for personalized clinical prescription,’’ in Proc. 10th Int. Conf. Intell. Syst. Knowl. Eng. (ISKE), Nov. 2015, pp. 189–195.

[14] F. O. Isinkaye, Y. O. Folajimi, and B. A. Ojokoh, ‘‘Recommendation systems: Principles, methods and evaluation,’’ Egyptian Informat. J., vol. 16, no. 3, pp. 261–273, Nov. 2015.

[15] H. Wang, Q. Gu, J. Wei, Z. Cao, and Q. Liu, ‘‘Mining drug-disease relationships as a complement to medical genetics-based drug repositioning: Where a 








